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ABSTRACT 
 

This study investigates the performance of geospatial features (GSF) in feature selection 

techniques. Five datasets – socioeconomic, whether, property, historic and geospatial 

datasets – collected from poor households in Nyanya-Mararaba Town in Nigeria’s Federal 

Capital Territory were used. The five datasets, comprising a total of twenty-nine features, 

were passed through five feature selection algorithms to select few features that give optimal 

results; viz: Pearson Correlation Coefficient (PCC), Information Gain (IG), Recursive 

Feature Elimination (RFE), Least Absolute Shrinkage and Selection Operator (LASSO) and 

Principal Component Analysis (PCA).  Four geospatial features – Travel time, Shortest 

distance, Height difference, and Land Use Land Cover (LULC) type – were examined. The 

techniques were implemented and the experiment carried out with codes in Jupyter Notebook.  

Results show that PCC selected two GSF: Travel time and Shortest distance. IG selected two 

GSF: Travel time and Shortest distance. RFE selected two GSF: Travel time and Shortest 

distance. Both LASSO and PCA selected three GSF: Travel time, Shortest distance and Height 

difference.  

 

Keywords: Water consumption, Geospatial features, Machine learning, Feature selection 

techniques 

 

1.0. Introduction 

 

Researches have shown that performance of machine learning models is a function of the influence 

of imputed explanatory variables (Babel and Shinde, 2011; Farah, 2019; Firat, et al. 2009; Toth, et 

al. 2018). But datasets used in machine learning modeling come with irrelevant or less relevant and 

redundant variables, which can greatly reduce model performance. In order to aid machine learning 

performance, it might be necessary to delete unnecessary features, create new features, select and 

extract features that best correlate with the output variable. Feature extraction and selection functions 

are common techniques used to choose features which best aid machine learning modeling. These 

functions have been abundantly applied to socioeconomic data, weather data, demographic data, and 

property data, but sparsely applied to geospatial data (Ioannis, 2019; Honest, 2020; Yee et al., 2018; 

Doğan, and Uysal, 2018). 

  

Geospatial data are information that are tied to a particular location in the earth. Features that are 

described by geospatial data are said to be georeferenced; that is, their position is coordinated by a 

reference system that helps in locating them with reference to the earth. Geospatial data includes 

information about the location, shape, and size of objects, as well as their relationships with other 

objects in space. Geospatial variables are important in machine learning modeling because they 

provide additional context and information that can improve the accuracy and effectiveness of 

models (Tingzon, et al., 2019; Xu et al., 2020). 
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Adding geospatial variables to datasets fed into machine learning models could give insights into 

the influence of geospatial component on phenomena (Patel, 2021). For example, data about water 

consumption by a class of people would usually include socioeconomic, demographic, weather and 

historical components. Since the people and their water sources are at definite locations on the earth 

surface, it means that their activities (water consumption in this case), and data that describe those 

activities, have geospatial component. The questions: Where? How far apart? And how high? can 

only and adequately be answered if the location is spatially referenced; that is, the location of the 

phenomena (the people and their water sources) have values from which their distance apart and 

height difference can be deduced. The geospatial component could add to knowledge if explored. 

For instance, how does distance from the nearest water source influence the per capita water 

consumption in a household? What is the impact of height difference between the household location 

and the nearest water source on water consumption? The above example shows the importance of 

geospatial factors in determining phenomena such as volume of water consumed in a household. 

 

There have been researches that illustrate the importance of feature selection in machine learning 

modelling. Feature selection methods such as Pearson Correlation Coefficient, Information Gain, 

Relief-F attribute, Symmetrical Uncertainty, Recursive Feature Elimination and Principal 

Component Analysis are used and compared to choose an optimal subset of features to improve the 

oil spill detection systems (Mera et al., 2017) and accurately predict water demand (Oyebode, 2019). 

Yee et al., (2018) proposed feature selection to optimize geospatial features to predict sales. Jiménez 

et al., (2017) proposed a method of consolidating feature selection with regression model. In 

addition, past researches used different types of classifier to validate the performance of feature 

selection (Oreski, 2017; El-Kenawy et al., 2020; Lee and Shen, 2011). Yee et al., (2018) specifically 

provides evidence to prove that geospatial features play an indispensable role in sales analytics. 

 

Adding more relevant features to datasets is beneficial to machine learning modeling, but also add a 

challenge of dimensionality to the datasets (Bellman, 2003; Pires and Branco, 2019; Ahmad and 

Nassif, 2022:) because machine learning modeling performs better with few important features. 

Feature extraction and selection functions reduce the dimensionality of the datasets by outputting 

few relevant features with which machine learning algorithms can perform optimally (Bolón-Canedo 

et al., 2015). What is the relevance of GSF to machine learning modelling, and how would they 

perform when passed through feature selection functions? It is therefore, necessary to assess the 

importance of such variables before they can be included in the modeling procedure. Thus, this study 

investigates how geospatial features score when passed through various feature selection functions. 

The study experiments with four feature selection techniques (Pearson Correlation, Information 

Gain, Recursive Feature Elimination, and Least Absolute Shrinkage and Selection Operator, 

LASSO), and one feature extraction algorithm (Principal Component Analysis, PCA), using water 

consumption datasets gathered from poor households in Nyanya-Mararaba Town in Nigeria’s 

Federal Capital Territory. 

  

2.0.  Methodology 

2.1. Study Area 

Nyanya-Mararaba Town (shown in Figure 1) is a border town between Federal Capital Territory 

(FCT) and Nasarawa State in Nigeria. It lies between Latitudes 8o24’54’’N and 9o18’48’’N, and 

Longitude 6o44’25’’E and 7o35’15’’E. The town’s climate is largely sunny with diurnal 

temperatures ranging from 18.45 to 36.05 degrees Celsius. Rainfall varies from 0.0 to 400.0 

mm/month. The climate is due to the town’s location at the transition zone between the ‘humid’ 

south and the ‘sub-humid’ north.  
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Figure 1: Map of Nigeria and Abuja, showing Nyanya-Mararaba Town 

2.2. Methods 

 

2.2.1. Datasets 

Both primary and secondary sources of data described in Table 1 were used in this study. Primary 

sources of data include questionnaires administered to households in the study area, location of 

households and water points, collected with hand-held GPS. Secondary sources of data include: 

rainfall data downloaded from www.chrsdata.eng.uci.edu; digital elevation model downloaded from 

https://earthexplorer.usgs.gov/; Temperature data downloaded from www.weatherspark.com; and 

land use land cover (LULC) maps downloaded from https://maps.arcgis.com. Thus, five datasets 

were derived, which are socioeconomic data, weather data, property data, historic data and 

geospatial data. Researchers have used questionnaires to gather data in order to study water-related 

problems (Colburn et al., 2021; Fan et al., 2014; Säve-Söderbergh et al., 2017). Table 1 highlights 

the data and materials used in this study, which, after processing and integration, form water poverty 

dataset collected in the study area called Nyanya-Mararaba datasets. 

 

Table 1: Data and materials used in the study 

S/N Dataset Format Sources Application 

1. Volume of water 

consumed from water 

meter readings in Karu 

Town (called Karu 

Dataset) 

Numerical and 

categorical data in 

Excel csv file 

FCT Water Board Applied as input for 

modeling water 

consumption where there is 

Water Distribution Network 

(WDN) 

2. Socio-economic, 

property and historic 

data collected in 

Nyanya-Mararaba Town 

(called Nyanya-

Mararaba Dataset) 

Numerical and 

categorical data in 

Excel csv file 

Questionnaires Input for modeling water 

consumption where there is 

no Water Distribution 

Network (WDN) 

3. Coordinates of 

household locations in 

Nyanya-Mararaba Town 

Numerical data with 

Easting and Northing 

values 

GPS Survey Applied in GIS to create 

point features of household 

locations 

4. Coordinates of water 

points in Nyanya-

Mararaba Town 

Numerical data with 

Easting and Northing 

values 

GPS Survey Applied in GIS to create 

point features of water 

points locations 

5. Weather data: Rainfall 

and Temperature values 

in the year 2022 

 

Numerical data in 

Excel csv file 

Center for 

Hydrometeorology and 

Remote Sensing 

(CHRS) 

www.chrsdata.eng.u

ci.edu and Weather 

Spark 

Combined with other data as 

input into models for water 

consumption modeling 

 

http://www.chrsdata.eng.uci.edui/
https://earthexplorer.usgs.gov/
http://www.weatherspark.com/
https://maps.arcgis.com/
http://www.chrsdata.eng.uci.edui/
http://www.chrsdata.eng.uci.edui/
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www.weatherspark.c

om 

6. Digital elevation model 

(DEM) imagery 

 

 

Imagery in TIFF 

format 

SRTM 1-arc second 

30meter horizontal 

and 16meter vertical 

resolution 

United States 

Geological Survey 

downloaded from 

https://earthexplorer.us

gs.gov/ 

Applied in GIS to create 

DEM of study area and 

calculate height difference 

between every household 

and the nearest water point. 

7. Land Use Land Cover 

(LULC) imagery 

Imagery in TIFF 

format. 10-meter 

resolution land cover  

ESRI downloaded 

from 

https://maps.arcgis.co

m 

Applied in GIS to create 

land use land cover types of 

the study area 

 

There are twelve localities in Nyanya-Mararaba Town where a total of 1200 respondents were 

interviewed; 100 respondents were randomly interviewed from each locality. Each respondent, as a 

representative of a poor household, was given an identity number from 1 to 1200. Since the 

population of Nyanya-Mararaba Town in not known, we used Andrew Fisher’s formula (expressed 

in equation (1)) as described by Kibuacha (2021) to determine the sample size: 

 

Sample size =
𝑧2.𝜎.(1−𝜎)

𝑊2
         (1) 

 

where z = z-score of the confidence level 

 𝜎 = standard deviation 

W = confidence interval of margin of error 

 

For this study, we chose 𝜎 = 0.5, W = 10% or 0.1, and z-score is 1.96 at 95% confidence level. 

Therefore, sample size = 96, which was approximated to 100. 

 

2.2.1.1 Socioeconomic Data, Historical Data and Property Data 

Socioeconomic data, historic data and property data were collected with questionnaires and one-on-

one interviews administered to households in the study area. Table 1 shows the raw data of the first 

ten respondents. Each respondent, as a representative of a household, is given an identity number 

from 1 to 1200.  The first ten respondents are shown in Table 3. 

 

2.2.1.2 Weather Data 

Rainfall and temperature data downloaded for the research gives average monthly rainfall in 

millimeters and temperature in degree Fahrenheit from January 2022 to December 2022. It is 

noteworthy that the poor people in the study area practice rainwater harvesting, and the impact of 

the practice on water consumption and the spatial dimension of shortest distance will need to be 

accounted for. Rainfall divides climate in the study area into two seasons – wet season and dry 

season. Wet season begins in April and ends in September, while dry season begins in October and 

ends in March. It is obvious that poor people have access to more safe water during wet season than 

during dry season, largely because they harvest rainwater for use.  

 

2.2.1.3 Geospatial Data and Geospatial Features 

Five geospatial datasets were used in the research. They are location of households, location of water 

points, return-trip travel time, elevation and land use land cover type. Location of household and 

location of water points are the northing and easting coordinates of the households and water points. 

These were captured with handheld GPS. Return trip travel time is the time it takes to travel from a 

household to the nearest water point and back, including queueing time. It was retrieved from 

questionnaire responses.  

 

DEM was downloaded from USGS Earth Explorer. Elevation for each household location and water 

point was extracted in ArcGIS. 

http://www.weatherspark.com/
http://www.weatherspark.com/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://maps.arcgis.com/
https://maps.arcgis.com/
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Land use land cover (LULC) data was downloaded from global map of LULC derived from ESA 

Sentinel-2 imagery at 10m resolution. The algorithm generates LULC predictions for nine classes: 

water, trees, flooded vegetation, crops, built area, bare ground, snow/ice, clouds and rangeland.  

 

Four GSF were derived from the geospatial data. They are Travel time, Shortest distance, Height 

difference, and Land Use Land Cover (LULC) type. 

 
2.2.2 Data Pre-processing 

The aim of predictive machine learning model is to predict the value of a target variable or feature 

using a set of predictor variables or features. Feature engineering improves the performance of 

machine learning models by selecting the right features for the model and preparing the features in 

a way that is suitable for the machine learning modelling. For example, to predict volume of water 

consumed, the target variable would be Volume in Table 4. The predictor variables in the table are 

many. We need to choose variables, or create new ones, that effectively give the utmost value of the 

target variable. This is the aim of feature engineering. While there is no formula for effective feature 

engineering, the following feature engineering processes were applied to our dataset (Aman, 2023; 

Kohavi, 1997; Rahil, 2018; Sebastian, 2023).  

 

2.2.2.1 Data Cleaning 

Data cleaning is the process of dealing with errors or inconsistencies in the data. Raw data usually 

comes dirty, rough and mixed with impurities. Data cleaning involves identifying incorrect data, 

missing data, duplicated data, and irrelevant data, and deleting, replacing, or modifying data to 

remove outliers and incorrect values. Data cleaning prepares the data to be readable by machine 

learning algorithms. NA (Not Available) is a common missing value in the Nyanya-Mararaba 

datasets. Handling missing data is very important as many machine learning algorithms do not 

support data with missing values. Variable deletion, replacing missing data with maximum occurred 

value or mean or median value could be done to fix missing data. We used mean values to fill missing 

values in the Nyanya-Mararaba dataset. 

 

2.2.2.2 Feature Creation 

Creating features involves creating new variables which will be most useful in the predictive model. 

Three new features were created: shortest distance, height difference, and LULC type. It is necessary 

to create these features for the following reason: Shortest distance, height difference and LULC type 

add geospatial variables to the dataset. 

 

Shortest distance (that is, distance of each household to the nearest functional water point) was 

derived in ArcMap® from the raw coordinates of the households and water points. As shown in 

Figure 2, shortest distance was generated using the Near tool among the Analysis tools in the 

ArcToolbox.  

 

Elevations of each household location and its nearest water point were extracted from Digital 

Elevation Model in ArcGIS ® using the Extract by Mask tool among the Extraction tools under the 

Spatial Analysis toolbox in the ArcToolbox (shown in Figure 3). The difference of the corresponding 

extracted elevations gives the height difference between each household location and its nearest 

water point.  

 

Land use land cover (LULC) type for each household location was generated from LULC map in 

ArcGIS® using the Extract Values to Point tool among the Extraction tools under the Spatial 

Analysis toolbox in the ArcToolbox. This is depicted in Figure 3. It is interesting to see that only 

two LULC types were in the study area – built area and bare ground. 

 

Volume of water consumed in litre per day for dry and wet season, represented by January and July 

respectively, were derived for each respondent. A dataset consisting of 1200 observations was 
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derived for each season of the year, so that there is a dataset for dry season and another dataset for 

wet season.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Locations of households and water points in Nyanya-Mararaba Town in ArcGIS® 

 

  

Figure 3: DEM Map and LULC Map of Nyanya-Mararaba Town in ArcGIS®  

 

2.2.2.3 Data Transformation  

Feature transformation is simply a function that transforms features from one representation to 

another. The function manipulates the predictor variables to improve model performance by ensuring 

variables are on the same scale, making the model easier to understand, improving accuracy and 

ensuring all features are within an acceptable range for the model. Scaling is another term used for 

feature transformation. 

 

In order to train a predictive model, data with known set of features need to be scaled up or down as 

appropriate. After a scaling operation, continuous features become similar in terms of range. Usually, 

continuous features in a dataset have a different range of values, which necessitates scaling. Min-



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 7 No. 2 July 2023, pp 395 - 413 

 

Taiwo et al, 2023                                                                                                                                 401 

 

max normalization and standardization are two common methods used to transform continuous 

features into similar scale. 

 

Standardization refers to the process of converting the data into a uniform format. Data 

standardization is a great way of handling data with different units. It ensures that each feature has 

a mean of 0 and a standard deviation of 1, bringing all features to the same magnitude. If the standard 

deviation of features is different, their range would also differ. We used the StandardScaler method 

in Scikit-learn library to standardize the features by subtracting the mean from each record and 

scaling to a standard deviation of 1 as expressed in equation (2). 

 

𝑍=
𝑥−𝜇

𝜎
           (2) 

where x = observation, μ = mean, σ = standard deviation  
 

For example, in Nyanya-Mararaba dataset, Household income and Household size are two continuous 

features. The range of household income is different from the range of household size, and that can cause 

problems. Figure 4 is a visualization of how the features look before and after scaling. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Visualizing the dataset before and after scaling 
 

Categorical features represent types of data that may be divided into groups. For example, Gender 

and Method in Nyanya-Mararaba dataset. Categorical features have non-numerical values that must 

be converted to integers or floats before they can be used by most machine learning algorithms. 

Label encoding and one-hot encoding are common methods for doing this. 

 

Label encoding simply converts each categorical value into binary variables. One-hot encoding, or 

one-out-of-N encoding method, is a more common method of converting categorical values into 

binary. One-hot encoding replaces a categorical variable with one or more new features that can 

have the values 0 and 1. As an example, suppose we want to hot encode the Method variable in 

Nyanya-Mararaba dataset, the categorical values will be converted to binary as shown in Table 2. 

Examples of label encoding and one-hot encoding can be found in (Davis, 2021). 

 

Table 2: One-hot encoding 
Method  Method_ 

carried 

Method_ 

delivered 

Method_ 

waterboard 

Method_ 

borehole 

Method_ 

well 

carried  1 0 0 0 0 

delivered  0 1 0 0 0 

waterboard  0 0 1 0 0 

borehole  0 0 0 1 0 

Well  0 0 0 0 1 

 

Table 3 shows first ten records of the raw data in Nyanya-Mararaba dataset, while Table 4 gives the 

dataset after data preprocessing. 

 

0
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Table 3: Nyanya-Mararaba dataset – Raw Data 

 
 
 

Table 4: Nyanya-Mararaba dataset after data cleaning, feature creation and transformation 

 
 

2.2.2.4 All Features 

After feature creation and transformation, there were 30 features all together as shown in Table 5. Volume 

in litre per day is the dependent variable, the feature to be predicted. Thus, there are 29 independent 

variables. Ten features are identified as potential explanatory variables, that is, features that directly 

impact the target variable. They are listed in Table 6. 

 

 

Table 5: All features used in the study 

Feature Type Description 

ID Socioeconomic Identification number of each household 

Household income Socioeconomic Total income of each household in a month 

Education Socioeconomic Highest level of education in the household 

Household size Socioeconomic Number of persons in the household 

Rainfall Weather Amount of rainfall per month 

Ave temp Weather Average temperature per month 

Travel time Geospatial Time it takes to get water and return 



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 7 No. 2 July 2023, pp 395 - 413 

 

Taiwo et al, 2023                                                                                                                                 403 

 

Amount spent Socioeconomic Amount spent on water per day 

Willingness to pay Socioeconomic The amount of money a household is willing to pay if it is 

connected to piped water 

Kitchen Sink Property Presence of water sink in the kitchen 

ToiletWC Property Presence of WC system in the toilet 

Garden Property Presence of garden in the yard 

Car Property Ownership of motor vehicle 

Volume in litre per day Historic Volume of water consumed in liter per capita per day 

Shortest distance Geospatial Shortest distance to the nearest water point from the household 

Height diff Geospatial Difference between the household elevation and the nearest 

water point 

Gender_male Socioeconomic Gender of respondent – male  

Gender_female Socioeconomic Gender of respondent – female  

Method_carried Socioeconomic Method of accessing water – carried from water point to 

household 

Method_delivered Socioeconomic Method of accessing water – delivered to household by vendor 

Method_inyard Socioeconomic Method of accessing water – water point in yard 

Method_waterboard Socioeconomic Method of accessing water – piped water to the household 

Method_well Socioeconomic Method of accessing water – well 

Availability_not_often Socioeconomic Availability of water – not often 

Availability_often Socioeconomic Availability of water – often  

Quality_poor Socioeconomic Quality of water – poor  

Quality_fair Socioeconomic Quality of water – fair  

Quality_good Socioeconomic Quality of water – good  

Quality_very good Socioeconomic Quality of water – very good 

LULC Geospatial Land use land cover type 

 

Table 6: Potential explanatory features 

Feature Symbol 

Household income 𝐻𝐼 
Household size 𝐻𝑆 
Rainfall R 

Ave Temp 𝑇𝐴 

Travel Time T 

Amount spent A 

Willingness to pay W 

Shortest Distance D 

Height difference H 

Household income 𝐻𝐼 
LULC L 

 

 

2. 2. 2. 5 Data Statistics for Nyanya-Mararaba Dataset 

Table 7 shows the count, mean, standard deviation, minimum and maximum values for each of the 

variables. Table 8 gives the correlation between the variables.  
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Table 7: Descriptive statistics of the explanatory variables  

 

 

 

 

 

 

 

 

 

 

 

 

Table 8: Correlation between the explanatory variables 
 House 

income 
House 

size 
Rainfall Ave 

temp 
Travel 
time 

Amount 
spent 

Will to 
pay 

Volume Short 
distance 

Height 
diff 

LULC 

House income 1.00 0.33 0.01 0.03 -0.12 0.16 0.17 0.30 -0.06 -0.06 -0.03 

House size 0.33 1.00 0.01 0.05 0.19 -0.26 -0.12 0.24 -0.01 -0.04 -0.02 

Rainfall 0.01 0.01 1.00 -0.10 0.09 -0.01 -0.05 -0.02 0.38 0.30 0.06 

Ave temp 0.03 0.05 -0.10 1.00 0.06 -0.06 -0.04 -0.01 -0.17 -0.16 -0.04 

Travel time -0.12 0.19 0.09 0.06 1.00 -0.71 -0.69 -0.80 0.43 0.32 0.01 

Amount spent 0.16 -0.26 -0.01 -0.06 -0.71 1.00 0.78 0.72 -0.29 -0.18 -0.02 

Will to pay 0.17 -0.12 -0.05 -0.04 -0.69 0.78 1.00 0.67 -0.26 -0.19 -0.01 

Volume 0.30 0.24 -0.02 -0.01 -0.80 0.72 0.67 1.00 -0.38 -0.28 -0.02 

Short distance -0.06 -0.01 0.38 -0.17 0.43 -0.29 -0.26 -0.38 1.00 0.60 0.12 

Height diff -0.06 -0.04 0.30 -0.16 0.32 -0.18 -0.19 -0.28 0.60 1.00 0.18 

LULC -0.03 -0.02 0.06 -0.04 0.01 -0.02 -0.01 -0.02 0.12 0.18 1.00 

 

2. 2. 2. 6 Validity and Reliability of the Questionnaire 

Validity denotes the degree to which a questionnaire measures what it is intended to measure. A 

questionnaire that has a poor validity indicates that there are items in the questionnaire that do not measure 

what the questionnaire intends to measure. If validity denotes accuracy then reliability of an instrument 

indicates the consistency of the scores acquired from the instrument. Reliability is used in analysis with 

Likert’s scale. Since the questionnaire used in this study does not involve Likert’s scale, only the validity 

shall be tested. There are several types of validity of a measurement, including face validity, content 

validity, and construct validity. Face validity is indicative of how the respondents agree to questions in 

the questionnaire. Content validity is a function of expert judgment of how essential are the questions. 

The most common calculation used by researchers to obtain the construct validity metrics is by presenting 

correlations between a measure of a construct and a number of other measures that are theoretically 

associated with the construct (Westen and Rosenthal, 2003). In this study, the constructs are the 

independent variables and the associated measure is the dependent variable. Validity coefficient values 

listed in Table 9 were obtained from the variables’ acceptable correlation coefficients.  The interpretation 

is given by Saad et al. (1999). As indicated in Table 9, the validity of the questionnaire used in this study 

is based on the fact that seven out of the ten explanatory variables fall within the “Strongly valid” and 

“Likely to be useful” values. 

 

 

 

 

  House 
income 

House 
size 

Rainfall Ave 
temp 

Travel 
time 

Amount 
spent 

Will to 
pay 

Volume Short 
distance 

Height 
diff 

LULC  

count  1200 1200 1200 1200 1200 1200 1200 1200 1200 1200 1200 

mean  72870.83 4.45 115.58 75.75 49.81 283.20 304.38 326.03 220.38 5.23 7.01 

std  20289.50 1.12 107.63 1.64 32.92 139.51 97.22 159.44 145.32 5.56 0.16 

min  40000 2.00 0.00 74.00 5.00 90.00 140.00 40.00 10.05 0.00 7.00 

max  105000 6.00 284.00 79.00 144.00 840.00 550.00 680.00 888.79 38.00 11.00 

skewness  -0.02 0.17 0.54 0.97 0.90 1.14 0.26 0.88 1.20 2.47 24.43 

kurtosis  -1.22 -1.30 -1.05 -0.08 0.18 1.51 -0.80 1.21 1.73 8.08 0.05 
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Table 9: Construct validity of the questionnaire items 
Item Correlation 

coefficient value 

Interpretation  

House income 0.30 Likely to be useful 

House size 0.24 Likely to be useful 

Rainfall -0.02 Depends on circumstances 

Ave temp -0.01 Unlikely to be useful 

Travel time -0.80 Strongly valid 

Amount spent 0.72 Strongly valid 

Will to pay 0.67 Strongly valid 

Shortest distance -0.38 Strongly valid 

Height diff -0.28 Likely to be useful 

LULC -0.02 Depends on circumstances 

 

2.2.3 Feature Selection and Extraction Techniques 

Feature selection techniques are algorithms that analyse, judge, and rank various features to determine 

which features are irrelevant or redundant and should be removed, and which features are most useful for 

the machine learning modelling and should be prioritized. It is also the process of selecting the correct 

subset of features to ensure that the most relationship with the target variable is captured. It consists of 

eliminating features that do not explain the behaviour of the target variable. Feature selection techniques 

measure the dependency between independent features and dependent feature. The more the dependency 

the more important will be the feature. In this research, we experimented with five feature selection 

techniques: Pearson Correlation Coefficient (PCC), Information Gain (IG), Recursive Feature Elimination 

(RFE), Least Absolute Shrinkage and Selection Operator (LASSO) and Principal Component Analysis 

(PCA).  

 

Pearson Correlation Coefficient (PCC) measures the strength of the linear relationship between two 

variables. Positive value means the two variables are positively correlated; that is, when one goes up the 

other also goes up. Negative value means negative correlation; when one goes up the other goes down. 

PCC filters features based on their correlation coefficient. The Pearson correlation coefficient between a 

feature 𝑿𝒊 and the target 𝒀 is expressed as in equation (3):  

 

𝜌𝑖 = 
𝑐𝑜𝑣(𝑋𝑖,𝑌)

𝜎(𝑋𝑖)𝜎𝑌
                   (3) 

 

where 𝑐𝑜𝑣(𝑋𝑖,𝑌) is the covariance, and 𝝈 is the standard deviation (Mangal, 2018). The coefficient is 

typically bounded within the interval [-1, 1].  

 

Information Gain (IG) measures the mutual information between each feature and the target variable, and 

selects the features with the highest information gain. It measures the dependency between variables with 

an index that computes the number of bits of information gained by an independent variable about a target 

variable (Karimi et al., 2013). Given that entropy is a function of impurity in a training set S, an index, IG, 

denoting additional information about Y as provided by X is mathematically expressed as equation (4): 

 

𝐼𝐺(𝑌𝑋⁄) = 𝐻(𝑌) – 𝐻(𝑌𝑋⁄)                (4) 
 

Recursive Feature Elimination (RFE) is an algorithm that fits a model on the entire set of features and 

computes an importance score for each predictor. The weakest features are then removed. The model is 
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re-fitted and importance scores are computed again until the specified number of features are used. 

Recursive feature elimination recursively removes features with low importance until the desired number 

of features is reached (Chen et al., 2013; Filali et el., 2023; Aileen et al., 2019).  

 

LASSO stands for Least Absolute Shrinkage and Selection Operator. LASSO is a regularization constraint 

introduced to the objective function, which is the same as the cost function in equation (5) (Ng, 2003):  

 

𝐽(𝑤)= 
1

2𝑚
∑ (𝑦𝑝(𝑖)− 𝑦𝑜(𝑖))2
𝑚

𝑖=1

                                                                                                               (5) 

 

that measures, for each value of the parameter w’s, how close the predicted values 𝑦𝑝(𝑖)’s are to the 

corresponding observed values 𝑦𝑜(𝑖)’s. Feature 𝑥(𝑖) and outcome 𝑦(𝑖) represent the ith example in the 

training set, and m is the number of examples. However, due to the problem of overfitting, in which 

learned hypothesis may fit the data well but fail to generalize to new examples, it is desirable to add a 

term that reduces overfitting. This is called regularization. The cost function 𝐽(𝑤) is then given by 

equation (6)  

 

𝐽(𝑤)= 
1

2𝑚
∑ (𝑦𝑝(𝑖)− 𝑦𝑜(𝑖))2
𝑚

𝑖=1

+ 
𝜆

2𝑚
∑ 𝑤𝑗

2

𝑛

𝑗=1

                                                                                    (6) 

   

where  
𝜆

2𝑚
∑ 𝑤𝑗

2𝑛
𝑗=1  is the regularization term, which shrinks the parameter 𝑤, so reducing overfitting.  

 

Feature extraction is the process of extracting features from a data set to identify useful information. The 

process compresses the amount of data into manageable quantities for algorithms to process without 

distorting the original relationships or significant information. Feature extraction automatically creates new 

variables by extracting them from raw data. The purpose of this step is to reduce the volume of data into 

a more manageable set for modelling (Sebastian, 2023). Principal Component Analysis (PCA) is the 

feature extraction technique used in this study 

 

PCA is a dimensionality reduction technique that transforms the original features into a smaller set of 

principal components that capture the most important information in the data.  Given a data set of M 

variables 𝑿 on every 𝒏 individuals, 𝑿 = (𝒙𝟏,𝒙𝟐,…𝒙𝑴) such as water consumption-explanatory variables, 

the aim is to find a new set of variables 𝜃 = (𝜃𝟏,𝜃𝟐,…𝜃𝑴), that are linearly related to the 𝑿’s but are 

themselves uncorrelated with a declining variance from most significant to least significant (Hu et al., 

2007). This is expressed in equation (7): 

 

𝜃𝒊=𝒂𝑥𝟏+ 𝑎𝒊𝟐𝑥𝟐+⋯+𝑎𝒊𝒋𝑥𝒋+⋯+ 𝑎𝒊𝑴𝑥𝑴                (7) 

 

To apply a condition that the modification is self-orthogonal, the constraints are expressed in equations 

(8) and (9):  

 

∑ 𝑎𝑖𝑗 𝑎𝑖𝑘=0        𝑗≠𝑘                                                                                                                      (8)

𝑀

𝑖=1
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∑ 𝑎𝑖𝑗 𝑎𝑖𝑘=1        𝑗=𝑘

𝑀

𝑖=1

                                                                                                                     (9) 

 

PCA reduces the high-dimensional interrelated data to low-dimension by linearly transforming the old 

variable into a new set of uncorrelated variables called principal components (PC) while retaining the 

most possible variation. The first component has the largest variance followed by the second component 

and so on. The first few components retain most of the variation, which is easy to visualize and summarize 

the feature of original high-dimensional datasets in low-dimensional space.  

 

2.2.4  Coding the Feature Selection and Extraction Techniques 

The importance of features can be estimated through model building, Stochastic Gradient Descent 

Regressor (SGDRegressor) model was coded along with the five techniques in Jupyter Notebook. Each 

of PCC, IG and RFE was coded as a function, which was called with the complete dataset passed as an 

argument. The outputs, that is, the few features selected, were the input into each of the models created 

later with four machine learning techniques. PCA and LASSO were coded separately since they have 

unique complications. 

 

3.0 Results and Discussion 

3.1 Selected Features 

Tables 10, 11, 12, 13 and 14, and Figure 5 show the results of experimenting with the five techniques. It 

is important to mention the scores that were considered for selecting the features in each technique. 

Pearson Correlation Coefficient acceptable scores are between -3.0 and -9.0 for negative correlation and 

+3.0 and +9.0 for positive correlation. Information Gain is zero if and only if two features are independent. 

The higher the feature score the higher the chance of being selected. Recursive Feature Elimination gives 

1 or True for selected features, any other number is False and the feature will not be selected. LASSO 

identifies unselected features with 0 and any other number for selected features. 
 

Table 10: Scores of selected features – Pearson Correlation (PC) 
 

 

 

 

 

Table 11:  Scores of selected features – Information Gain (IG) 
 

 

 

 

 

Table 12:  Scores of selected features – Recursive Feature Elimination (RFE) 
 

 

 

 

 

 Household 

income 

Household 

size 

Rain 

fall 

Ave 

temp 

Travel 

time 

Amount 

spent 

Willing 

to pay 

Shortest 

distance 

Height 

Diff 

LULC 

Dry 0.15 -0.30 0.01 -0.04 -0.85 0.90 0.69 -0.35 -0.25 -0.01 

Wet 0.09 -0.45 0.10 0.12 -0.82 0.89 0.66 -0.32 -0.23 -0.01 

 Household 

income 

Household 

size 

Rain 

fall 

Ave 

temp 

Travel 

time 

Amount 

spent 

Willing 

to pay 

Shortest 

distance 

Height 

Diff 

LULC 

Dry 0.18 0.32 0.05 0.03 1.62 1.94 1.86 0.11 0.09 0.03 

Wet 0.21 0.39 0.11 0.04 1.37 1.31 1.22 0.12 0.05 0.05 

 Household 

income 

Household 

size 

Rain 

fall 

Ave 

temp 

Travel 

time 

Amount 

spent 

Willing 

to pay 

Shortest 

distance 

Height 

Diff 

LULC 

Dry 1 3 1 1 1 1 1 1 2 4 

Wet 1 2 1 1 1 1 1 1 2 3 
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Table 13:  Scores of selected features – LASSO 
 

 

 

 

 

Each feature selection technique was applied to the datasets for dry season and wet season. The results 

show that PC selected five features – Household size (S), Travel time (t), Amount (A), Willingness to pay 

(W), and Shortest distance (d).  IG selected six features – Household income (I), Household size (S), 

Travel time (t), Amount (A), Willingness to pay (W), and Shortest distance (d). RFE selected seven 

features – household income (I), Rainfall (R), Ave Temp (T), Travel time (t), Amount (A), Willingness to 

pay (W), and Shortest distance (d). LASSO selected nine features – Household income (I), Household 

size (HS), Rainfall (R), Ave Temp (T), Travel time (t), Amount (A), Willingness to pay (W), Shortest 

distance (d) and Height diff (h).  
 

3.2 Extracted Features 

PCA components and their significance can be explained using two attributes: explained variance and 

explained variance ratio. Explained variance is the amount of variance explained by each of the extracted 

components. Explained variance ratio is the percentage of variance explained by each of the extracted 

components. The experiment in this study resulted in nine principal components (PC1 to PC9) which have 

explained variance and explained variance ratio shown in Table 14. The cumulative explained variance 

ratio is 0.69, which means that the seven components explain 69% of the total variability that would be 

explained if all thirty principal components in the original dataset were included. 

 

Table 14: Explained variance and variance ratio 

 PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 Cumulative 

explained 

Variance ratio 

Explained 

variance 

3.93 2.34 2.09 1.98 1.94 1.53 1.46 1.28 1.10 

Explained 

variance ratio 

0.16 0.09 0.08 0.08 0.08 0.06 0.06 0.05 0.04 0.69 

 

Effect of the features on each component can be seen in the heat map in Figure 5. The components attribute 

provides principal axes in feature space, representing the directions of maximum variance in the data. 

Thus, we can see influence of features on each of the components. From the heat map, effect of the features 

on each component is summarized in Table 15, in which each feature was scored with the sum of the 

explained variance ratio of the PCs to which it has effect. Since the acceptable correlation coefficient is 

between -3.0 and -9.0 for negative correlation and +3.0 and +9.0 for positive correlation, the results show 

that Rainfall has the most effect on the PCs since it appears in three PCs. It is followed by Household 

income, Household size, Willingness to pay, Shortest distance and Height diff which have effect on two 

PCs each. Travel time, Amount spent and LULC have effect on one PC each. 

 Household 

income 

Household 

size 

Rain 

fall 

Ave 

temp 

Travel 

time 

Amount 

spent 

Willing 

to pay 

Shortest 

distance 

Height 

Diff 

LULC 

Dry 9.52 2.52 0.38 0.40 1.83 2.64 6.41 6.93 1.16 0.02 

Wet 9.69 2.41 1.32 1.01 1.73 2.72 6.25 0.00 8.34 0.00 
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Figure 5: Heat map showing influence of the features on the principal components 

 

Table 15: Effect of features on the Principal Components (PCs) 
 Explained 

Variance 

Ratio 

House 

income 

House 

size 

Rain 

fall 

Ave 

temp 

Travel 

time 

Amount 

spent 

Willing 

to pay 

Shortest 

distance 

Height 

Diff 

LULC 

PC1 0.16     V  V  V  V    

PC2 0.09   V  V     V  V   

PC3 0.08 V  V          

PC4 0.08          V  

PC5 0.08   V  V        

PC6 0.06 V   V       V   

PC7 0.06 V  V  V       V   

PC8 0.05       V  V  V   

PC9 0.04     V   V  V    

Score 0.20 0.14 0.29 0.17 0.2 0.16 0.25 0.34 0.26 0.08 

 

Thus, from the nine PCs extracted, it can be deduced that PCA selected the following seven features: 

Household income, Rainfall, Ave Temperature, Travel time, Willingness to pay, Shortest distance and 

Height difference. That is, PCA selected three GSF.  

 

3.3 GSF Selected 

Table 16 highlight the number of GSF selected by the feature selection and extraction techniques. PC 

selected two GSF: Travel time and Shortest distance among the seven. IG selected two GSF: Travel time 

and Shortest distance. RFE selected two GSF: Travel time and Shortest distance. LASSO selected three 

GSF: Travel time, Shortest distance and Height difference. PCA also selected three GSF: Travel time, 

Shortest distance and height difference. Out of four GSF assessed, PC, IG and RFE selected two GSF 

each, and LASSO selected three GSF and PCA selected three GSF. 
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Table 16: Selected features and number of GSF selected 

 House 

income 

House 

size 

Rain 

fall 

Ave 

temp 

Travel 

time 

Amount 

spent 

Will 

to pay 

Short 

distanc 

Height 

Diff 

LULC GSF 

Count 

PC  V    V  V  V  V    2 

IG V  V    V  V  V  V    2 

RFE V   V  V  V  V  V  V    2 

LASSO V  V  V  V  V  V  V  V  V   3 

PCA V   V  V  V   V  V  V   3 

 

LASSO and PCA selected highest number of GSF: Travel, Shortest distance and Height diff. Thus, 

LASSO and PCA perform better than other feature selection algorithms. 

 

The selected features are defined as explanatory variables, while Volume in litre per day (𝑉) is defined as 

target variable. From the selected explanatory variables listed in Table 17, the functional relationships 

between Volume in litre per day (𝑉) and selected variables are shown in Table 18. That is, volume of water 

consumed is a function of the variables in the equations. For example, result from Pearson Correlation 

shows that Volume is a function of Household size, Travel time, Amount spent, Willingness to pay and 

Shortest distance. 

 

Table 17: Selected explanatory variables 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 18: Functional relationship between volume of water consumed and selected features 

Technique Relationship between volume 𝒀 and Selected Features 

PC 𝑌=𝑓(𝐼,𝑡,𝐴,𝑊,   𝑑)                                        (4.1) 

 IG 𝑌=𝑓(𝐼,𝑆,𝑡,𝐴,𝑊,𝑑)                               (4.2) 

RFE 𝑌=𝑓(𝐼,𝑅,𝑇,𝑡,𝐴,𝑊,𝑑)                              (4.3) 

LASSO 𝑌=𝑓(𝐼,   𝑆𝐼,𝑅,𝑇,𝑡,𝐴,𝑊,𝑑,ℎ)                  (4.4) 

PCA 𝑌=𝑓(𝐼,𝑅,𝑇,    𝑡,𝑊,𝑑,ℎ)                   (4.5) 
 

 

 

 

Feature Symbol 

Household income I 

Household size S 

Rainfall R 

Ave Temp T 

Travel Time t 

Amount spent A 

Willingness to pay W 

Shortest Distance d 

Height difference h 
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4.0. Conclusions 

 

This study investigated the performance of geospatial features (GSF) when passed through machine 

learning feature selection and feature extraction algorithms. Experiments were carried out in which a total 

of twenty-nine features, among which were four geospatial features, were passed through four feature 

selection algorithms and one feature extraction algorithm. Results show that all the algorithms included 

geospatial features among their selections. LASSO and PCA performed better than other algorithms since 

each selected highest number of geospatial features. By selecting geospatial features in their output, all 

the techniques show that geospatial features are beneficial to machine learning model performance. 

Addition of geospatial features to machine learning modelling should, therefore, be encouraged for 

optimal model performance. Other feature selection techniques that are not included in this work, such as 

Exhaustive Feature Elimination and Random Forest Importance, and other feature extraction techniques 

such as Singular Value Decomposition, Linear Discriminant Analysis, can be investigated. 
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