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ABSTRACT 
 

Estimation of mud weight poses a serious challenge to mud industries. In this study, a model was 

developed to tackle the problem of estimation of mud weight using multilinear regression 

techniques. The model was developed using data obtained from production records. The data 

include mud weight, water and other chemicals (materials) for nine different samples. The data 

were analysed to establish linearity and the data was substituted into the multiple regression to 

form a matrix with nine unknown regression parameters which was substituted into the regression 

equation to form the model. T-test and F –test was used to validate the model. Results from the test 

suggest that the developed model was reliable. The model was used to estimate mud weight for four 

samples and the results are reliable. The effect of each variable was also considered and results 

also show that each of the variables affects the mud weight. 

 

Keywords: Regression, Fluid, Mud weight, Caustic soda, Barite 

 
1.0. Introduction 

 

Mud is usually prepared to meet certain properties which enable it to perform the basic intended 

functions. Mud is an element that characterized the quality of the drilling. The researches and survey 

conducted; there are likelihoods of having environmentally friendly mud. The operators of gas and oil 

industries are faced with the challenge of getting a solution to this problem by formulating high-

quality mud and also negative environmental conventional diesel oil base mud effects. The more 

environmentally welcoming acceptable alternative to oil-base mud (OBM) found is water base mud 

(Sir Dele and Joseph, 2014). 

 

 Drilling mud varies in degrees of toxicity. It is very costly and tedious to dispose of it in an 

environmentally friendly way. Protection of the environment from pollutants is important in every 

drilling operation. Mud Companies have restrictions placed on some materials they use and the 

methods of their disposal. At the beginning of the 1990s, the restrictions are becoming more stringent 

and restraints are becoming worldwide issues (Enamul et al., 2016). 

  

Regular interval testing of mud properties will help Mud Engineers to determine the proper 

functioning of mud (Fadairo et al., 2012). Mud is classified into: 

1. Pneumatic fluids: Pneumatic fluids are used for drilling low fluid zones or an area where 

unusual little formation pressures may be experienced. Pneumatic fluids are better than other 

liquid mud systems since it increases penetration rates. Air/gas mud fluids are not effective in 

an area where large volumes of formation fluids are experienced. Hence, the chances of 

losing circulation or damaging a productive zone are greatly increased. One other factor when 

considering the selection of pneumatic fluids is the well depth. They are not approved for 

wells below 10,000 ft since the volume of air essential to lift cuttings from the bottom of the 

hole can become larger than the surface apparatus can deliver. 
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2. Oil-based mud: The main use of oil-based fluids is to drill difficult shale. They are also used 

in the drilling of exceedingly deviated holes because of their high performance of its lubricity 

and tendency to stop hydration of clays. They may also be chosen for distinct applications 

such as high pressure /high-temperature wells, lessening formation damage, and native-state 

coring. Another reason for selecting oil-based fluids is that they are resilient to contaminants 

such as anhydrite, salt, and CO2 and H2S acid gases.  

3. Water-based mud; Water-based fluids are the most widely used drilling fluids. They are 

normally easy to build, inexpensive to maintain, and can be prepared to overcome most 

drilling problems. 

 

Testing of mud is not limited to the kind of drilling mud for each hole interval but also to properties of 

such mud; density, rheology (flow properties), filtration and solid content and also chemical 

properties. Mud properties are field controlled and properly maintained at their preselected values; to 

avoid drilling problems. But this work is restricted to mud weight (density). Mud density is the weight 

per unit volume. The unit is given as pounds per gallon (lb/gal). Mud weight is a significant parameter 

which is controlled during a drilling operation. To avoid formation fluids to flow into the wellbore 

and to seal the wellbore with a low permeability filter cake, the weight of the mud must be greater 

than the pore pressure of the formation. However, the mud weight column should not be high enough 

to cause formation fracture. The weighting agents used in mud building are barite, hematite, galena, 

calcium carbonate. Statistically, barite is the most wildly used weighing agent. All materials present in 

mud contribute to its weight (Sharif et al., 2017). The resulting mud mixture from all the additives 

and water is assumed to be ideal. Hence, the total volume is the addition of the component volumes 

and the total weight (density) is equal to the sum of the component weight add depending on the 

function (Øyvind, 2017). 

  

Mud weight is employed to subsurface pressure and stabilizes the wellbore; mud weight is commonly 

measured with a mud balance capable of +0.1lb/gal accuracy. A mud balance calibrated with the 

freshwater of 70o ± 5o should give a reading of 8.3lb/gal. Mud weight is usually reported in g/ml or 

lb/gal, lb/cuft, or psi/100ft of depth. 

 

Mud balance is an instrument used in the laboratory to calculate mud weight. This instrument was 

manufactured by Fann. The name of the mud balance is Model 140. It has a range of 7 to 24 lb/gal. 

The measurement taken was reported to the nearest 0.1 lb/gal. 

 

Estimation of mud weight poses is a serious challenge in the mud industry. Therefore in this study, a 

model was developed to tackle the problem of estimation of mud weight using multilinear regression 

techniques. The model was developed using data obtained from the production record. The data 

include the quantity of mud produced and mud utilize for nine different samples (Sample 1 – Sample 

9). The data was analysed to establish linearity and the data was substituted into the multiple 

regression to form a matrix with nine unknown regression parameters which was substituted into the 

regression equation to form the model. 

 

2.0. Methodology 

 

2.1. Materials 

Materials and method investigation involved a series of laboratory works which was initiated with the 

preparation of water base mud as the continuous phase system. The mud sample is prepared as per 

field formulations, which comprised of freshwater, potassium chloride, caustic soda, soda ash, PAC 

R, PAC L, XCD. The weighting materials were then added into the mud separately to form the 

required mud weight, ranging from 9ppg to 14ppg. Different ppg was gotten as a result of using 

different quantities of materials (chemicals). Multiple regression was developed using the least square 

method. The different mud weights gotten are plotted against each material (chemical) to determine 

the linearity of the regression (Burgoyne et al., 1986; John et al., 2018; Bill and Nicole, 2018). The 

regression parameters obtained using excel program were plugged into the regression model to obtain 

the required equation. Thereafter the model was tested for validity using t-test and F-test (Andy, 2000) 

The materials and equipment used for work are summarized in Table 1. The mud weight of the mud 

samples was determined by using the conventional mud balance, whilst the retort apparatus was used 
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to find the solid content of the mud sample. All the laboratory works were conducted according to the 

API standard procedures (API, 2003; Paulauskiene, 2017). 

 

Table 1: Equipment and materials (chemical) 
 Materials  Equipment  

Water  Mud balance 

Barite Retort kit 
Carboxymethyl cellulose (CMC) Halminton Beach Mixer 

Potassium chloride (KCl) Electrical weighing balance 

Polyanionic Cellulose (Pac-R) Round bottom flask 

Caustic Soda Rotary viscometer 

Soda Ash API filter press 

XCD Kelzan  pH meter 

Calcium Carbonate  

 

2.2. Relationship between variables 

Often in practice, a relationship is found to exist between two or more variables. For example; 

weights of mud depend on calcium carbonate; soda ash; Potassium chloride (KCl); polyanionic 

cellulose (Pac-R); barite; carboxymethyl cellulose (CMC) and caustic Soda. Figure 1 to Figure 9 is 

plotted to determine the mathematical relationship between mud weight and other variables. 

 

 
Figure 1: Quantity of water (X1) used to produce total mud weight 

 

 
Figure 2: Quantity of caustic soda (X2) used to produce total mud weight 

 

 
Figure 3: Quantity of soda ash (X3) used to produce total mud weight 
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Figure 4: Quantity of potassium chloride (X4) used to produce total mud weight 

 

 
Figure 5: Quantity of calcium carbonate, CaCO3 (X5) used to produce total mud weight 

 

 
Figure 6: Quantity of XCD Kelzan (X6) used to produce total mud weight 

 

 
Figure 7: Quantity of PAC-R (X7) used to produce total mud weight 
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Figure 8: Quantity of PAC-R (X8) used to produce total mud weight 

 

 
Figure 9: Quantity of barite (X9) used to produce total mud weight 

 

Table 2: Data to prepare mud weight 
S/N Mud 

weight 

(ppg) 

Water 

X1(litre) 

Caustic 

soda(g) 

X2 

Soda 

ash 

X3 

Potassium 

chloride 

(KCl)(g) 

X4 

Calcium 

carbonate 

(CaCO3) 

X5(g) 

XCD 

Kelzan(g) 

X6 

CMC 

Hivis 

(g) 

X7 

PAC-R(g) 

X8 

Barite 

(g) 

X9 

1 10 8 3 2 3 8 2.3 1.8 1.5 8 

2 7 5 2 1 2 9 1.8 1.8 1.3 8 

3 5 5 1 0.4 4 5 2 1 0.5 7 

4 7 6 2 0.3 7 3 1.5 0.5 1 7 

5 8 7 1 0.3 5 7 2.2 1.7 2 8 

6 9 6 3 1 3 5 0.6 0.6 1.6 9 

7 9 5 2 1 7 3 0.8 1.6 1.9 12 

8 7 8 1 0.6 4 5 2.1 0.5 1.7 5 

9        8 7 2 0.8 7 7 0.7 1.3 0.3 6 

 

 

2.3. Methods 

In this paper, Y is the dependent variable, while the independent variables are X1, X2 ……………., X9 

(Andy, 2000) The regression equation was formed using the parameters in Table 2 as given in 

Equation 1 below: 

 

The normal equations to Equation (1) are Equation (2) through to Equation (10). 

 

𝑌 = 𝑛𝑏0 + 𝑏1𝑋1 + 𝑏2𝑋2 + 𝑏3𝑋3 + 𝑏4𝑋4 + 𝑏5𝑋5 + 𝑏6𝑋6 + 𝑏7𝑋7 + 𝑏8𝑋8 + 𝑏9𝑋9 (1) 

 

where: 

Y mud weight 

X1 volume of water 

X2 caustic soda 

X3 soda ash 

X4  potassium chloride (KCl) 
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X5   calcium carbonate (CaCO3) 

X6   XCD Kelzan 

X7   CMC Hivis 

X8   PAC-R 

X9   Barite 

 

∑𝑌𝑋1 = 𝑏0∑𝑋1 + 𝑏1∑𝑋1
2 + 𝑏2∑𝑋1𝑋2 + 𝑏3∑𝑋1𝑋3 + 𝑏4∑𝑋1𝑋4 + 𝑏5∑𝑋1𝑋5

+ 𝑏6∑𝑋1𝑋6 + 𝑏7∑𝑋1𝑋7 + 𝑏8∑𝑋1𝑋8 + 𝑏9∑𝑋1𝑋9 
(2) 

∑𝑌𝑋2 = 𝑏0∑𝑋2 + 𝑏1∑𝑋1𝑋2 + 𝑏2∑𝑋2
2 + 𝑏3∑𝑋2𝑋3 + 𝑏4∑𝑋2𝑋4 + 𝑏5∑𝑋2𝑋5

+ 𝑏6∑𝑋2𝑋6 + 𝑏7∑𝑋2𝑋7 + 𝑏8∑𝑋2𝑋8 + 𝑏9∑𝑋2𝑋9 
(3) 

∑𝑌𝑋3 = 𝑏0∑𝑋3 + 𝑏1∑𝑋1𝑋3 + 𝑏2∑𝑋2𝑋3 + 𝑏3∑𝑋3
2 + 𝑏4∑𝑋3𝑋4 + 𝑏5∑𝑋3𝑋5

+ 𝑏6∑𝑋3𝑋6 + 𝑏7∑𝑋3𝑋7 + 𝑏8∑𝑋3𝑋8 + 𝑏9∑𝑋3𝑋9 
(4) 

∑𝑌𝑋4 = 𝑏0∑𝑋4 + 𝑏1∑𝑋1𝑋4 + 𝑏2∑𝑋2𝑋4 + 𝑏3∑𝑋3𝑋4 + 𝑏4∑𝑋4
2 + 𝑏5∑𝑋4𝑋5

+ 𝑏6∑𝑋4𝑋6 + 𝑏7∑𝑋4𝑋7 + 𝑏8∑𝑋4𝑋8 + 𝑏9∑𝑋4𝑋9 
(5) 

∑𝑌𝑋5 = 𝑏0∑𝑋5 + 𝑏1∑𝑋1𝑋5 + 𝑏2∑𝑋2𝑋5 + 𝑏3∑𝑋3𝑋5 + 𝑏4∑𝑋4𝑋5 + 𝑏5∑𝑋5
2

+ 𝑏6∑𝑋5𝑋6 + 𝑏7∑𝑋5𝑋7 + 𝑏8∑𝑋5𝑋8 + 𝑏9∑𝑋5𝑋9 
(6) 

∑𝑌𝑋6 = 𝑏0∑𝑋6 + 𝑏1∑𝑋1𝑋6 + 𝑏2∑𝑋2𝑋6 + 𝑏3∑𝑋3𝑋6 + 𝑏4∑𝑋4𝑋6 + 𝑏5∑𝑋5𝑋6

+ 𝑏6∑𝑋6
2 + 𝑏7∑𝑋6𝑋7 + 𝑏8∑𝑋6𝑋8 + 𝑏9∑𝑋6𝑋9 

(7) 

∑𝑌𝑋7 = 𝑏0∑𝑋7 + 𝑏1∑𝑋1𝑋7 + 𝑏2∑𝑋2𝑋7 + 𝑏3∑𝑋3𝑋7 + 𝑏4∑𝑋4𝑋7 + 𝑏5∑𝑋5𝑋7

+ 𝑏6∑𝑋6𝑋7 + 𝑏7∑𝑋7
2 + 𝑏8∑𝑋7𝑋8 + 𝑏9∑𝑋7𝑋9 

(8) 

∑𝑌𝑋8 = 𝑏0∑𝑋8 + 𝑏1∑𝑋1𝑋8 + 𝑏2∑𝑋2𝑋8 + 𝑏3∑𝑋3𝑋8 + 𝑏4∑𝑋4𝑋8 + 𝑏5∑𝑋5𝑋8

+ 𝑏6∑𝑋6𝑋8 + 𝑏7∑𝑋7𝑋8 + 𝑏8∑𝑋8
2 + 𝑏9∑𝑋8𝑋9 

(9) 

∑𝑌𝑋9 = 𝑏0∑𝑋9 + 𝑏1∑𝑋1𝑋9 + 𝑏2∑𝑋2𝑋9 + 𝑏3∑𝑋3𝑋9 + 𝑏4∑𝑋4𝑋9 + 𝑏5∑𝑋5𝑋9

+ 𝑏6∑𝑋6𝑋9 + 𝑏7∑𝑋7𝑋9 + 𝑏8∑𝑋8𝑋9 + 𝑏9∑𝑋9
2 

(10) 

 

. 2.3. Creation of matrix 

In creating a matrix, the values of each material in Table 2 were substituted into Equations 2 to 10 to 

form the matrix notation. This can be written as A x R = C. These unknown parameters R (i.e. bo, b1, 

b2, b3, b4, b5, b6, b7, b8, b9) was determined using an Excel program. The results are shown below. 

 

[
 
 
 
 
 
 
 
 
 
9 57 17
57 373 108
17 108 37

7.4 42 52
48.3 265 335
16.5 77 100

14 10.8 11.53 70
91.1 68 75.8 433
24.6 20.8 22.5 137

7.4 48.3 16.5
42 265 77
52 335 91.1

8.34 77 46.6
31.3 226 223
100 46.6 223

11.53 10 10.16 60.1
60.7 49.1 53.1 330
336 85.3 65.4 67.5

14 91.1 24.6
10.8 68 20.8
11.8
70

75.8
433

22.5
137

11.53 60.7 85.3
10 49.1 65.4
10.16
60.1

53.1
330

67.5
396

25.52 17.47 18.95 104.6
17.47 15.48 14.68 87.8
18.95
104.6

14.68
87.8

18.34 96.4
96.4 576 ]

 
 
 
 
 
 
 
 
 

{
 
 
 
 
 

 
 
 
 
 
𝑏0
𝑏1
𝑏2
𝑏3
𝑏4
𝑏5
𝑏6
𝑏7
𝑏8
𝑏9}
 
 
 
 
 

 
 
 
 
 

=

{
 
 
 
 

 
 
 
 
70
449
139
62.1
327
408
107
86.4
95.4
556}

 
 
 
 

 
 
 
 

 (11) 
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3.0. Results and Discussion 

 

The matrix shown above was solved by using excel program to determine regression parameters. The 

parameters are as follow: 

bo = 5.445, b1 = 0.4148, b2 = 0.1571, b3 = 2.0377, b4 = -0.0117, b5 = -0.3814, b6 = -0.7673, b7 = 0.7188, 

b8 = 0.8722, b9 = 88.41448 

 

Substituting these parameters into Equation 1 above gives: 

𝑌 = 5.445 + 0.4148𝑥1 + 0.1571𝑥2 + 2.0377𝑥3 − 0.0117𝑥4 − 0.3814𝑥5 − 0.7673𝑥6
+ 0.7188𝑥7 + 0.8722𝑥8 + 88.4144𝑥9 − 0.186828 

(12) 

 

Equation 12 is the model to determine mud weight. The model is used to estimate the mud weight as 

shown in Table 3. 

 

Table 3: Estimated mud weight actual quantity of materials 
Samples  Actual mud weight X1(ppg) Estimated mud weight X2(ppg) 

1 10 10.03032 

2 7 6.43063 

3 5 5.232352 

4 7 6.788532 

5 8 6.636182 

6 9 8.730792 

7 9 9.385392 

8 7 7.705802 

9 8 7.380422 

 

3.1. Testing the validity of the model  

H0; b0 = b1 = b2 = bk = 0 

H1; At least one bi is not equal to zero (Bill and Nicole, 2012) 

If at least one bi is not equation to zero, the model is valid. 

 

�̅�𝑌1−𝑌2 = √(
𝑌1 + 𝑌2
𝑁1 +𝑁2

) (
𝑁1 +𝑁2
𝑁1 × 𝑁2

) (13) 

 

 where: 

Y1   Sum of squares for actual mud weight 

Y2  Sum of squares for estimated mud weight 

N1  Sample size for actual mud weight 

N2 Sample size for estimated mud weight 

�̅�𝑌1−𝑌2 for the data is  

√(
70 + 68.380422

9 + 9 − 2
) (
9 + 9

9 ∗ 9
) = 1.306774 

X̅1 = 7.777 

X̅2 = 7.5911 

𝑡 =
X̅1 − �̅�2

�̅�𝑌1−𝑌2
= 0.1428 

 

The degree of freedom is N1 + N2 – 2 = 16    

 

The obtained t-ratio was compared with the table t-ratio for degree of freedom using a two-tailed test 

(HO is being tested). 
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The obtained t- t-ratio is 0.0004472 and tabled t-ratio (α = 0'.05) for 16 degree of freedom is 1.746. 

Since obtained t-ratio is less than that of the tabled value, HO is rejected. 

The conclusion drawn the t-test carried out, therefore, is that there is no significant difference between 

actual mud weight and the estimated one. 

 

To know whether this assumption is met, the unbiased sample variance of actual mud weight and 

estimated mud weight subjected to an F-test. 

 

The F-test is given as (Andy 2000): 

 

𝐹 =
𝑆1
2

𝑆2
2 (14) 

 

where: 

𝑆1
2 the greater variance of the two samples 

𝑆2
2 the lesser variance of the two samples 

 

The standard deviations for actual mud weight and estimated mud weight are given as Equation 15 

and 16 respectively. 

 

𝑆1 = √
∑(𝑋1 − �̅�1)

2

𝑁1
 (15) 

𝑆2 = √
∑(𝑋2 − �̅�2)

2

𝑁2
 (16) 

 

where: 

X1   actual mud weight 

X2   estimated mud weight 

�̅�1  mean of actual mud weight 

�̅�2   estimated mud weight 

 

From Table 3, 

X̅1 = 7.777 

X̅2 = 7.5911 
 

From Equation 15 and 16, 

𝑆1
2 = 2.110232 

𝑆2
2 = 1.950618  

 

Therefore, from Equation 14, 

𝐹 =
2.110232

1.950618
= 1.081827 

 

Degree of freedom for greater variance of the mud weight = 9 – 1 = 8 

Degree of freedom for lesser variance of the mud weight = 9 – 1 = 8 

 

Checking the significance of the obtained F-ratio of 1.081827 with the critical F-ratios in the F-table, 

we find that the obtained F-ratio is less than the critical F- ratios at both α = 0.05 (F = 3.44) and α = 

0.01 (F = 6.03). The homogeneity of both variances is thus confirmed. 

 

Figure 2 through to Figure 9 it has been shown linearity of the model, it shows that the model is 

reliable. And control of the production of mud weight is now very easy. If the different quantity of 

materials is used, the estimated mud weights are shown in Table 4. 
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Table 4: Estimation of mud weight using different of materials (chemicals) 
Samples Water 

(litre) 

X1 

Caustic  

soda 

(g)(X2) 

Soda  

ash 

(g) X3 

Potassium  

chloride 

(KCl) (g) 

(X4) 

Calcium 

carbonate 

(CaCO3) 

(g) X5 

XCD  

Kelzan 

(g) X6 

CMC 

Hivis 

X7 

PAC-R 

(g) 

X8 

Barite 

(g) 

X9 

Estimated 

mud 

weight 

(ppg) Y 

1 4 2 2.5 4 10 3 5 10 8 17.635 

2 0.01 0.01 0.02 10 15 3 4 10 6 8.1289 

3 1 0.11 0.4 6 10 5 4 7 20 5.6552 

4 0.004 2 0.6 6 0.6 3 2 5 26 7.2513 

 

Water is the most significant material involved in drilling fluid technology. It is usually readily 

available at relatively low cost. Among the unusual properties of water in contrast with other liquids 

are the highest surface tension, dielectric constant, heat of fusion, the heat of vaporization, and the 

superior ability of water to dissolve different substances. As the quantity of water is increased, the 

mud weight increases (Brini et al., 2017). The effect of water is in Figure 10. 

 

 
Figure 10: Effect of water used on mud weight 

 

The most important part of these samples is the concentration of CaCO3 as a weighting agent. It is 

used to increase the densities of samples from 9.0 to 11 pounds per gallon (ppg). The density of mud 

is the main parameter to consider during the study as it directly affects the formation of a filter cake. 

The most common additive to increase the mud weight in production (Raheem et al., 2019) as shown 

in Figure 11. 

 

 
Figure 11: Effect of calcium carbonate (CaCO3)(g) used on mud weight 

 

Barite one of the vital roles of drilling mud is the control of formation fluid pressure to avoid 

blowouts. The density of the mud must be elevated at times to stabilize fragile formations (Ibrahim 

and Sami, 2017). The effect of Barite is illustrated in Figure 12. 
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Figure 12: Effect of Barite used on mud weight 

 

Caustic soda is used in water-based mud to increase its pH, to offset corrosion and to counteract 

hydrogen sulphide. Also, some achievement can be attained by addition of caustic soda to the 

freshwater sideways with the bentonite to perform as a dispersing agent. Soda ash the principal use of 

soda ash or sodium carbonate (Na2CO3) is for the exclusion of soluble salts from the makeup of 

waters and muds and to recover the yield of clay (Annis and Smith, 2012) as shown in Figure 13. 

 

 
Figure 13: Effect of caustic soda used on mud weight 

 

The experimental data show that rheological properties of a water base mud (plastic viscosity 

and yield point) are altered when shale formation is encountered when KCl is use as shown in 

Figure 14. 
 

 
Figure 14: Effect of potassium chloride (KCl)(g) used on mud weight 
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The principal use of soda ash or sodium carbonate (Na2CO3) is for the removal of soluble salts from 

the makeup of waters and muds and to enhance the yield of clay. The effect of Soda ash is shown in 

Figure 15. 

 

 
Figure 15: Effect of soda ash (g)used on mud weight 
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4.0. Conclusion 

 

In this study, a model was developed using data obtained from production records. The data include 

mud weight, water and other Chemicals (Materials) for nine different samples. The data were 

analysed to establish linearity and the data was substituted into the multiple regression to form a 

matrix with nine unknown regression parameters which was substituted into the regression equation to 

form the model. T-test and F –test was used to validate the model. Results from the test suggest that 

the developed model was reliable. The model was used to estimate mud weight for four samples and 

the results are reliable. The effect of each variable was also considered and results also show that each 

of the variables affects the mud weight. 
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ABSTRACT 
 

This study examined the use of uncharred palm kernel shells as a filter medium in low rate 

filtration as a water treatment alternative. The filter column was made of 150 mm diameter PVC 

pipe about 1.8 m high. The filter medium (uncharred palm kernel shells) with size range 0.15 – 

0.60 mm overlying two layers of graded gravels. The raw water passed through the filter medium 

and the effluent collected in a metal tank. The effluent was evaluated by monitoring the flow rate, 

turbidity, filtration rate, bacteriological quality and headloss across the filter bed for a daily six 

hour run for 14 days. The filter bed was cleaned using the throwing-over method after the filtration 

rate became appreciably very low at 1.20 l/min-m
2
.  It was found from the results obtained that 

uncharred palm kernel shells could serve as an effective filter for low rate filtration relative to 

sand. An average hydraulic loading and filtration rate of 120.35 l/min-m
2
 and 5.5 l/min-m

2
 were 

achieved respectively. The turbidity of the filtered water reduced below 5.5 NTU after the eleventh 

day and the bacteriological treatment level though excessively high at 65 coliform/100 ml showed 

reducing tendencies (120/100 ml to 65/100 ml). 

 

Keywords: Filtration, Uncharred palm kernel shells, Headloss, Low rate filtration, Potable water 

 
1.0. Introduction 

 

The primary aim of the World Health Organization (WHO, 2006) guidelines for drinking water 

quality is the protection of public health. These guidelines emphasize microbiological safety which is 

due to the fact that more than half the world’s population is still exposed to waters that are not free 

from pathogenic organisms. 

 

A typical water treatment plant consists of aeration, coagulation and flocculation, sedimentation, 

filtration, disinfection and distribution units. The treatment is necessitated by the possible presence of 

some impurities such as dissolved gases, dust, minerals, organic matters, microorganisms and other 

pollutants (Hammer, 1977). 

 

The slow sand filter was studied in this project and it precludes any chemical pre-treatment as against 

the rapid sand filter which is mostly used in most treatment plants because of its ability to remove 

about 99.9% of the bacteria present if it is not overloaded (Alam et al., 2007). This filtration technique 

employs the use of the filter medium, uncharred palm kernel shells in this case, as a mechanical and 

microbiological purifier of water. The mechanical purification is due to the straining effect of the 

filter medium and the microbiological removal due to the action of a biological layer called the 

schmutzdecke, which develops on the bed’s surface (Rust and McArthur, 1991). 

 

The Schmutzdecke is the layer that provides the effective purification of potable water treatment. It is 

a gelatinous layer or biofilm called the hypogeal layer or schmutzdecke. This sticky film, which is 

reddish brown in colour, consists of decomposing organic matter, iron, manganese and silica and 

therefore acts as a fine filter media that contributes to the removal of turbid particles in the raw water 

(Buzunis, 1995). It also doubles up as an initial zone of biological activity and providing some 

degradation of soluble organics in the raw water, which is useful for reducing tastes, odours and 

colour. It is formed in the first few weeks of operation and consists of organic matter including 
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bacteria, fungi, protozoa, rotifer and various aquatic insect larvae. It consists of alluvial mud, organic 

matter, bacteria, diatoms, zooplankton, thread-like algae formed by the excretion of microorganisms. 

It is the layer of aquatic life that is responsible for purifying the water (Ranjan and Prem, 2018). As 

water passes through this biological layer, foreign particles are trapped and essentially eaten by 

bacteria forms on this layer. As the water slowly passes down through the layers of sand, impurities 

are left behind, leaving the water between 90% and 99% free from bacteria (Elliott et al., 2008; Lee et 

al., 2014) 

 

Generally, filters operate by the water passing through the sand from top to bottom. Larger suspended 

particles are left behind in the top layers of sand and the smaller particles of organic sediment left in 

the sand filter are eaten by microscopic organisms including bacteria and protozoans which stick in 

the layers of slime that form around the sand particles and the clean water which passes through the 

filter is safe to drink (Babayemi and Onukwuli, 2016; Uzun et al., 2010). Provided that the grain size 

is around 0.1 mm in diameter, a sand filter can remove all faecal coliforms and virtually all viruses 

(Uzun et al., 2010).  Submission of a paper to NIJEST implies that the corresponding author has 

obtained the permission of all authors, and that all authors have read the paper and guarantee that the 

paper is an original research work, that the data used in carrying the research will be provided to 

NIJEST Editors if requested, and that the paper has not been previously published and is not currently 

under review for publication by another journal.  

 

2.0. Methodology 

 

2.1. Materials 

The filter medium used for the project was uncharred palm kernel shells. The material was sieved 

though sieves 0.15 – 0.60 mm. It was bought and milled to the required size ranges using a Hammer 

mill and pulveriser. The milled and sieved portion was thoroughly washed and rinsed until the water 

became clear. The materials were then sun-dried, sieved and stored in polythene bags for use. Two 

layers of gravel, obtained at Opa dam waterworks, were also used for the study. 

  

2.2. Experimental equipment 

A circular cross sectional filter made of PVC sewer pipe was used. The filter diameter was 150 mm 

with a depth of 1800 mm. the surface area was 0.0177 m
2
. The bottom was sealed with a concrete 

base and a hole was placed centrally just above the base to collect the effluent from the filter. 

Headloss and overflow outlets were also made along the sides of the tube; this was to maintain a 

constant head during filtration. The headloss and sampling ports were made up of 1/8 inches brass 

pipes with fine mesh wire gauge to prevent the media from blocking the ports. 

A manometer and HACH 21004 turbidimeter were also used. The raw water sample was taken from 

the Opa dam waterworks and the treated water from the dam was used as a control. 19 mm pipes, gate 

valves, elbow joints and back nuts were also used. 

 

2.3. Methods 

The effective sizes (D10) of the uncharred palm kernel shells were determined along with its 

uniformity coefficients (Gonzalo et al., 2012). 

  

The filter column was placed in the proper position and an inlet pipe, about 5 cm in size, was placed 

near the bottom of the pilot column to collect the effluent. The two layers of graded gravel was placed 

at the bottom and a plug-hole was placed at the bottom. A 750 mm layer of the prepared uncharred 

palm kernel shells was placed on top of the plate. The schmutzdecke was developed at the surface of 

this medium and a flat stone was placed on top to prevent disturbance of the schmutzdecke layer. The 

outlet and overflow pipes were then inserted (Figure 1). Before the first use, the filter was filled with a 

solution of 100 mg/l chlorine, left for 12 hours and emptied through the plug-holes. Clean water was 

also introduced into the filter from the bottom; this was to remove air bubbles from the medium. 
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Figure 1: Schematic diagram of filter setup (Babayemi and Onukwuli, 2016) 

 

2.4. Experimental procedure 

After charging the filter, the influent water was allowed into the filter while a constant head was 

maintained above the filter head during filtration. The filtration process was started once the tap was 

closed. The headloss and flow rate was then measured simultaneously. The headloss and flow rate 

were measured at every two hours interval until the experimental run was terminated. An 

experimental run terminates when the rate of headloss build up, i.e. pressure drop across the filter, 

over time reaches an unacceptably high (terminal) headloss and thus the filter bed needs to be cleaned. 

The filter bed was due for cleaning when the setup reached a flow rate of 1.20 l/min-m2 and the 

headloss was high. The filter medium was cleaned by reducing the water in the system to about 100 

mm below the top of the filter medium. The top 20 mm was then scraped off and washed in a flowing 

steram of water. The entire schmutzdecke layer was not scraped off in order to reduce the ripening 

period of the new schmutzdecke layer that would be formed. The filter medium and support gravels 

required additional washing in order to remove dirt particles and to meet the desired cleanliness of 

less than 0.1% passing the number 200 screen. 

  

3.0. Results and Discussion 

 

3.1. Headloss and filtration rate 

The filtration rate was set to 6.5 l/min-m2 at the start of the operation and it was observed to decrease 

with the filtration run time until it became relatively low at 1.2 l/min-m2 (Figure 2). The headloss was 

measured on a daily basis at two hours interval. Figure 3 shows the average daily headloss across the 

filter medium. It was observed that as the headloss was increasing with time, the filtration rate was 

also declining with time. The relative headloss standard when treated water was passed into the 

system was 43 cm as compared to the net terminal headloss of 117 cm; this shows that the 

performance of the system had considerably reduced. 
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Figure 2: Filtration rate with time 

 

 

 
Figure 3: Headloss development with time 

 

3.2. Turbidity removal and bacteriological analysis 

Figure 4 shows the average daily turbidity removal. It shows the turbidity of the water before filtration 

and after filtration. It was observed that the rate of turbidity removal with time increased 

tremendously around the twelfth and fourteenth day. 

 

The schmutzdecke, which is responsible for the bacteriological treatment of the raw water gradually 

built up as the raw water entered the system. This layer is believed to be responsible for the reduction 

of coliform count on the thirteenth day (Babayemi and Onukwuli, 2016); the coliform count for raw 

water was 120/100 ml which reduced to 65/100 ml after filtration.  
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is functional was 5.5 NTU, at an average filtration rate of 5.5 l/min-m
2
. The volume of filtered water 

at a bed surface area of 0.0017 m
2
 and length of run of 14 days is reasonable. The average operational 

flow rate for this system is 120.50 l/min-m
2
 which produced a filtration rate of 5.5 l/min-m

2
 at a head 

of 650 mm. The microbial count is 65/100 ml. 
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4.0. Conclusion 

 

Based on the singular run carried out, the filtered water maximum turbidity at the time the filter skin 
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ABSTRACT 
 

The percolation threshold (PT) of any polymer/particulate carbon composite depends on the 

processing, the dispersed state of the filler, the matrix used and the morphology attained. 

Sonication technique was used to make PA6/G and PA6/GNP composites employing in situ 

polymerisation, after which their electrical conductivity behaviours were investigated. While 

overhead stirring and horn sonication were used to distribute and disperse the carbon fillers, the 

composites were made in 2 streams 40/10 and 20/20. The 40/10 stream implies that while 

dispersing the carbon fillers in PA6 monomer, 40% amplitude of sonication was applied for 10 

minutes whereas the 20/20 stream implies 20% amplitude of sonication for 20 minutes.  In both 

streams, the dispersing strain imparted on the monomer/carbon mixture was 400 in magnitude. 

Purely ohmic electrical conductivity behaviour was attained at 9.75 G wt. % for IG 40/10 system. 

For composites in the IG 20/20 system, same was attained at 10.00 G wt. %. Electrical conductivity 

sufficient for electrostatic discharge applications was achieved above 15 G wt. % in the IG 40/10 

system. Using the power law percolation theory, percolation threshold was attained at 9.7 G wt. % 

loading in IG 40/10 system, while same was attained at 7.6 G wt. % loading in IG 20/20 system. 

For the GNP based systems, percolation threshold occurred at 5.2 GNP wt. % in the INP 40/10 

system whereas same occurred at 7.4 GNP wt. % in the IG 20/20 system. 

 

Keywords: Electrical-conductivity, Graphite, Percolation-threshold, Amplitude, Sonication 

 
1.0. Introduction 

 

Polymers are essentially insulators except for the natural double conjugates. To introduce electrical 

conductivity to polymers, conductive constituents such as metals and carbon are used as fillers. Fillers 

are carefully selected and added in quantity that will not compromise other important physical 

properties of the matrix. Without much loss to other significant matrix properties, threshold quantities 

just above which an electrically percolated conductive state is attained is needed. At higher loading 

above the threshold amount, the risk of the composite becoming too brittle and loss of ability to 

perform other functions is expected. For the conductive regimes, usefulness is found when the 

electrical conductivity attained can sufficiently prevent lightning strikes, shield electromagnetic 

effects, provide anti-statics to components and in applications related to strain sensors (Marsden et al. 

2018). 

  

Polymer/micro-particulate composites, such as polymer/G composites, are usually made using high 

weight percentages of the fillers, sometimes, up to 40 wt. % (Clingerman et al., 2002). This is mainly 

done to attain significant property improvements such as converting a composite from an electrical 

insulator to a conductor (Clingerman et al., 2002). This transition takes effect at the percolation 

threshold (PT) which corresponds to that conductive filler loading level just above which, composites 

transform from being an electrical insulator to electrical conductor. The transition is usually marked 

by a sharp rise in electrical conductivity due to the formation of an electrically-conductive network by 

the filler. A plot of conductivity against filler loading takes the characteristic S-shape which 

represents the insulating, percolating and conductive regimes (Marsden et al., 2018).   
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For each filler/matrix combination, the PT depends on the blending method used, the type, shape, size 

and orientation of the filler in the polymer composite and the filler-matrix interaction or, how 

considerable the matrix wets the filler (Clingerman, 2001). Many properties including electrical 

conductivity of composites may follow the power law percolation theory. When written for electrical 

conductivity; the critical filler loading at percolation, pc, and the power constant, t, can be determined 

from Equation 1 (Marsden et al., 2018); 

 

𝜎(𝑝) = 𝜎𝑐(𝑝 − 𝑝𝑐)𝑡   for 𝑝 > 𝑝𝑐 (1) 

 

Where 𝜎, is the specific composite conductivity;  𝜎𝑐, the conductivity at the filler loading above which 

the composites conductivity raises in an order of magnitude and,  𝑝 is the filler loading in wt. %. The 

power constant, t, indicates the dimensionality of the filler network. Its typical value may range 

between 1.3-2.0 for systems in which the filler network dimension (D) lays between 2D and 3D 

(Sandler et al., 2003). As a class of polymer/carbon particulate composites, electrically conductive 

polymer composites find application in electromagnetic shielding, antistatic protection, batteries 

(Zheng  et al., 2002), in aerospace and sports goods (Krupa and Chodak, 2001). 

   

The use of graphite nanoplatelets (GN) is not often common due to the need of high weight 

percentage. The GN density of 2.26 g/cm
3
 (Sengupta et al., 2011) tends to increase the density of the 

final products. In addition, the accompanying rise in melt viscosity makes processing more difficult 

and energy consuming (She et al., 2007). Notwithstanding, using a solution blending process with 

poly (methyl methacrylate) (PMMA), an electrical conductivity percolation threshold is reported at 

3.61 G wt. % (Moniruzzaman and Winey, 2006). Again, using G, the critical exponent of t (in 

Equation 1) is approximately 1.8 as reported by Zheng et al. (2002). This suggests that a 3 

dimensional conductive filler network was formed. The authors ascribed the low electrical 

conductivity PT to a ‘tunnelling’ phenomenon between adjacent conductive clusters. In a comparative 

study involving G and expanded graphite (EG) using polystyrene (PS) matrix, PT was attained at 6 G 

wt.% (Chen et al., 2003b).  In a similar investigation for PMMA/G composites, a PT of 3.19 vol.% 

was achieved using in situ polymerisation (Chen et al., 2003a). Both in situ polymerisation and 

solution blending usually result in lower PT values compared to melt blending (Sengupta et al., 2011). 

Clingerman (2001) used an additive equation to describe, among other properties, the electrical 

percolation behaviour of synthetic graphite (SG) here referred to as G in PA6, 6 and polycarbonate 

(PC) matrices. The PA6, 6/G composite was estimated to have a PT of about 11 vol. %. Significant 

electrical conductivity of 2 x 10
-3

S/cm was only attained at a much higher loading of 25 vol. %. Other 

studies (She et al., 2007; Lu et al., 2005) of G and EG with polyethylene showed that only at 

significantly large amounts (22.2 and 18 vol. % for G and EG, respectively) did composites became 

electrically conductive. 

  

It is also common for G composites to show sluggish percolation behaviour. In such instances, the 

change from insulator to a conductor is not sharp, and the electrical conductivity at PT obtained will 

not be high enough for many practical applications. For instance, Zheng et al. (2004) melt 

compounded high density polyethylene, (HDPE) with G; the first steep rise in conductivity occurred 

at 5G wt. % but the conductivity achieved was only 1 x 10
-11

 S/cm.  However a steeper rise followed 

at about 8G wt. % to give conductivity of about 1x10
-6

 S/cm sufficient for electrostatic discharge 

applications (Moniruzzaman and Winey, 2006). 

 

The high volume fractions of micron-scale fillers such as G required improving the properties leads to 

high viscosities during processing. To prevent forming highly dense product, co-blending two or more 

polymers with the filler helps. The concept being to make the filler preferentially dispersed in one 

phase while the volume of the other phase becomes effectively excluded (Thongruang et al., 2002).  

Alternatively, increasing the degree of crystallinity (Gubbel et al., 1995) of composites when a semi-

crystalline matrix is used can also be used as a strategy. During crystal growth, fillers are pushed aside 

into the amorphous phase.  Mixtures of micron-scale carbon fillers (Clingerman et al., 2002; Elwell et 

al., 2004) can also be used to attain early electrical conductivity PT. 

 

Adding nano-sized particulate carbon fillers such as GNP can also be made to attain property gains 

such as electrical conductivity. This could be attained at loading levels where processing the 

composite is not severely altered compared to the unfilled matrix (Kalaitzidou et al., 2007a). A low 
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PT of 0.75 vol. % was attained using in situ polymerisation of EC to produce PA6/GNP composites 

(Weng et al., 2004). The highest electrical conductivity attained was 10
-3 

S/cm. The synthesis was 

assisted by sonication which continued until the system’s viscosity increased. The attainment of low 

PT was ascribed to good dispersion, the structure and aspect ratio of the GNP.  It is observed that 

washing the product by boiling for one hour will improve conductivity by the elimination of diluents 

while sonication during synthesis may shorten polymerised chains, reduce molecular weight and 

increase the levels of water soluble oligomers. 

 

Percolation behaviour of conductive fillers can also be investigated for already conductive conjugated 

polymers such as Polyaniline (PANI). The electrical conductivity and percolation behaviour of PANI 

was determined using in situ polymerisation of aniline with GNP where at 0.32 GNP vol. %, 

conductivity of 420 S/cm was obtained as against 5 S/cm for unfilled PANI. The nanocomposites’ 

conductivity increased gradually to 522 S/cm at 4.5 vol. % which doubled the former in order of 

magnitude. Applying percolation theory, a critical exponent of t = 0.85 was obtained which is lower 

than the universal value (1.3-2). In this wet process, the impressive result was assigned to the high 

aspect ratio of GNP which led to the formation of an effective conductive network. 

  

Another wet process, (solution blending) was employed by Vadukumpully et al. (2011) in an effort to 

determine the PT in poly (vinyl chloride)/GNP nanocomposites. Relative to the unfilled PVC for 

composites with GNP loading level less than 0.1 vol. %, no electrical conductivity was attained.  

However, some electrical conductivity was attained from 0.1-0.6 GNP vol. % which was not even 

sufficient to attain the basic practical applications such as preventing the accumulation antistatic 

charges. Useful electrical conductivity was attained from 1.3 GNP vol. %. The authors reported that 

the rapid rise in electrical conductivity around 6 GNP vol. % was assumed to correspond with the PT. 

Nonetheless, wet processing does not always guarantee low PT for polymer/GNP composites 

although it is always likely to be lower relative to melt processing. In a comparative study, high PT 

values were obtained at 12 and 15 wt. % for solution blending and counter-rotating twin-screw 

extrusion respectively using low linear density polyethylene (LLDPE)/GNP nanocomposites. The 

GNP loading levels were up to 20 wt. % (Kim et al., 2009). Here, the solution process was employed 

alongside a series of twin-screw extrusion melt compounding processes. Overall, solution mixing 

gave the best dispersion. Among the melt compounded composites; the counter-rotating screw 

arrangement gave the highest PT. Reasons for the high PT values were not given, however, the GNP 

aspect ratio of 1500 suggests that it was GNP-15 which has a moderate surface area of 100 m
2
/g 

(Kalaitzidou et al., 2007c). DSC results showed decreased crystallinity relative to unfilled LLDPE on 

both the solution blending and melt compounding. This decrease does not favour the  lowering of PT 

(Zang et al., 2007). 

 

Kalaizidou et al. (2007c) made a series of investigations on the properties PP/GNP nanocomposites. 

The objective is to study the effect on the electrical conductivity of three mixing methods namely; 

melt compounding, solvent processing and polymer coating/melt compounding. The processes are 

followed by compression or injection moulding. Two GNP fillers, GNP-1 and GNP-15 with the same 

surface area of about 100 m
2
/g were used with the latter having higher aspect ratio. Polymer coating 

followed by melt compounding was found to be as efficient as solvent processing.  SEM micrographs 

indicated uniform dispersion of the GNP particles in the polymer coated/melt compounded 

nanocomposites.  The authors observed that at the same volume fraction, GNP-1 had about 200 x 

more particles than GNP-15. This increased the ability of GNP-1 to efficiently coat PP there by 

inducing electrical conductivity at lower loadings.  With regard to the GNP-coated melt compounded 

nanocomposites (the best among the melt processed systems), followed with compression moulding 

gave better properties than injection moulding. The complex 3D particle orienting effects found in the 

fountain-flow in injection moulding as against the 2D planar orientation generated during 

compression moulding may have contributed to this (Kim and Mascoko, 2009). For the coated melt 

compounded/injection moulded nanocomposites of GNP-15, PT was attained at 5 vol. %. When 

uncoated melt extrudates with injection moulded, PT was attained at approximately 7 vol. %. 

   

In a related investigation by Kalaizidou et al. (2007b), an SEM micrograph showed that due to the 

higher surface area of GNP-15 (implying more flexibility) it may fold and roll up.  Therefore, it 

suffices to say that the PT of any polymer/particulate carbon composite depends on the processing, 

the dispersed state of the filler, the matrix used and the morphology attained. Fukushima and Drzal 
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(2006)  conducted a research to identify the PT of PA6, 6/carbon nanocomposites using co-rotating 

twin screw extrusion, the carbon fillers used were GNP-1 and GNP-15.  PA6, 6/GNP-15 had a lower 

PT of 6 vol. % compared to the PT of PA6, 6/GNP-1 at 10-12 vol. %. The variation could be 

attributed to the processing which allowed the retention of the natural morphology of GNP-15 leading 

to early formation of an electrically-conductive percolated network.  Just as high aspect ratio is 

expected to decrease thermal contact resistance (Kalaitzidou et al., 2007c) so it is expected to 

facilitate smooth flow of electric charges. 

 

In the light of the above in this research, a micro-composite PA6/graphite (G) and a nanocomposite, 

PA6/graphite nanoplatelets (GNP) are synthesized in situ employing a novel approach. Overhead 

stirring and horn sonication will be used to distribute and disperse the carbon fillers, using two 

streams 40/10 and 20/20. The 40/10 stream implies that while dispersing the carbon fillers in PA6 

monomer, 40% amplitude of sonication will be applied for 10 minutes while the 20/20 stream implies 

that 20% amplitude of sonication was applied for 20 minutes. The electrical conductivity for the two 

streams at different filler loading will be investigated. At what filler loading will ‘purely ohmic 

behaviour’ of composite be achieved? The percolation threshold (PT) for the two streams will be 

examined for the in situ for graphite (IG) and in situ polymerised for nanoplatelets (INP).  

 

2.0. Methodology 

 

2.1. Materials  

Pristine commercial grade PA6 was donated by Akulun Germany. The monomer Epsilon Caprolactam 

(C6H11NO, coded as EC) was purchased from Sigma-Aldrich, with purity level of 99 % and a 

molecular weight of 113.16. The pristine PA6 and the EC were vacuum dried overnight at 50⁰ C 

before usage which adequately removed moisture. Methyl Magnesium Bromide (coded as MMB, 

molecular weight 119.26,) is a Grignard catalyst precursor which forms the catalyst, (Caprolactam 

Magnesium Bromide (CMB)) in-situ, was purchased Fisher Scientific as a 100 ml bottle containing a 

3.0 M solution of MMB in diethyl ether. Activator: or co-catalyst, is a monofunctional 

Nacetylcaprolactam (𝐶8 𝐻13𝑁𝑂2), coded as NAC), supplied by Sigma-Aldrich with purity; 99 % and 

molecular weight of 155.19. Graphite Filler: Synthetic graphite, (coded as G) is ≤ 2 μm in particle size 

was supplied by Sigma-Aldrich. Graphite Nano-Platelets: GNP-15, (coded as GNP) with surface area 

107±7 m
2
/g, diameter of 15 μm, aspect ratio of 1500 and density of 2 g/cm3 was bought from XG-

Sciences, UK. Prior to use G and GNP are kept overnight in an oven at 160 °C. 

 

2.2. Methods 

Details of production of composite can be found elsewhere (Umar et al. 2020). Briefly, graphite (G) 

and graphite nanoplatelets (GNP) were cumulatively added to the molten monomer EC and dispersed 

by simultaneous sonication and mechanical stirring. This was followed by the addition of the 

catalysing species at the designated temperatures. The reaction took place in situ in a 100ml beaker 

which served as the reaction vessel. Catalyst precursor and a co-catalyst were employed to ensure that 

the reaction to form the composites occurred. For the PA6/G composites, G loading ranged between 

5-25G wt. % loading while for the GNP, the loading was between 0.5-2.5 GNP wt. %. Two similar 

sonication processing streams with magnitudes theoretically similar in processing streams were used. 

In one, the amplitude of sonication was kept at 40% and sonication was conducted for 10mins. In the 

other, sonication was conducted for double the time, 20mins but half the sonication amplitude, 20%. 

The first was designated as the IG 40/10 and IGNP 40/10 streams while the others are the IG20/20 

and IGNP 20/20 streams. After the synthesis solid products were withdrawn from the reaction vessel 

and crushed without washing while, dog bone specimens were prepared on a Haake Mini-Lab 

injection moulding machine. To prepare the specimens for electrical conductivity the straight and 

central portions of the dog-bones were used for all the carbon loadings and for unfilled PA6. 

 

2.3. Characterization for electrical conductivity  

The electrical conductivity of pure PA6, G- and GNP-based composites were investigated using an 

impedance spectrometer; a numeric Q phase sensitive multi-meter (PSM 1735). The meter is a 2 

channelled, 4 wire kind which was operated in the inductance, current and resistance or LCR mode. 

The resistance displayed by test specimen as the frequency of the applied voltage varied from 1-10
6
 

Hz indicates the electrical conductivity of the measured test specimen.   
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Figure 1: (a) Numeric Q phase sensitive multi-meter (PSM 1735) used to measure electrical 

conductivity, (b) specimens prepared for testing 

 

A specimen’s electrical conductivity was measured across its thickness and perpendicular to the 

direction of any filler alignment imposed by injection moulding. Silver paint was applied on both 

faces and specimens were then allowed to dry.  Using a silver-epoxy conductive paste, copper wires 

were alternately attached on opposite faces.  Figure 1a and 1b shows the test set up and ready-to-test 

specimens. Each specimen test was repeated 3 times. For all the carbon loadings at least 5 separate 

specimens were tested.  The resistance recorded was converted to electrical conductivity in S/m using 

the dimensions of the samples according to Equation 2. 

 

σ(S m⁄ ) =
1

R
X

Specimen thickness

specimens′cross sectional area
 (2) 

Figures 2a and 2b depicts frequency dependence conductive behaviour of 2 in situ polymerised 

PA6/GNP composites systems, IG 20/20 and IG 40/10. In both, the conductivity patterns remain 

somewhat similar even as the frequency of the current increases at higher carbon loadings. The 

frequency dependence of electrical conductivity for both systems show a ‘purely ohmic behaviour’ 

(Sandlera et al., 1999)  as can be seen in the figures. This was achieved at 9.75 G wt. % loading in IG 

40/10 system and above 10 G wt. % loading in IG 20/20 system. The relatively early lower frequency 

independent electrical conductivity in IG 40/10 system may be related to the higher tendency of its 

broken G particles agglomerate to form a conductive path. The sonication amplitude of 40% breaks 

more particles reducing their aspect ratios. The smaller the particles are, the more their tendency to 

attract each other and agglomerate. Agglomeration supports the formation of an electrically 

conductive network (Alig et al., 2008). In some cases, lower aspect ratio particles cause the formation 

of an electrically conductive path at lower carbon content. This is due to higher number of particles at 

equivalent weight fractions in comparison to higher aspect ratio particles (Kalaitzidou et al., 2007a). 

Such promotes the formation of a conductive path via agglomeration. On the one hand, with the 

smaller sized particle, surface tension increases in polymers (Supova et al., 2011) while 

particle/particle attraction increases making it easier formation of agglomeration-based conductive 

path. Again, the tendency for particles to agglomerate increases with decreasing particle size (Keledi 

et al., 2012) though with smaller sized particles, transport resistances also increases at particle/particle 

junctions. 

 

   

where σ is the electrical conductivity; R is the resistance of the materials. 

  

3.0. Results and Discussion 

 

3.1. Electrical conductivity behaviour for in situ polymerised PA6/G composites (IG 40/10 and the IG 

20/20 Systems) 
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Figure 2: Frequency dependence of electrical conductivity in-(a) IG 40/10 system (sonication 

amplitude of 40% applied for 10 minutes) (b) IG 20/20 system (20% amplitude applied for 20 min) 

 

Figure 3 depicts the percolation behaviour of the IG 40/10 system by fitting it to the power law 

equation. It seemed not to correspond well with the commonly reported sigmoidal curve trends. A 

similar behaviour with carbon loading, the electrical conductivity continues to grow defying the  

sigmoidal curve pattern was previously reported (Chandrasekaran et al., 2013). Such trends may 

suggest that there is a significant growth in the volume of the conductive path formed above critical 

carbon loading. In the IG 40/10 system, electrical conductivity sufficient for electrostatic discharge 

applications (10
-5

-10
-4

 S/m (Moniruzzaman and Winey, 2006)) is achieved above 15 G wt %. Kang 

and Chung (2003) attained this by incorporating 8 wt. % G and 4 wt. % oil in a PA6 hydrolytic based 

in situ polymerisation process. Most likely, oil had excluded a significant volume of the composite 

thereby reducing the volume required to form a conductive path. 
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Figure 3: Electrical conductivity percolation curve for the G 40/10 system (40% sonication applied 

for 10 min). Inset is the corresponding power law fit 

 

The inset in Figure 3 is the power law fitting of the percolation curve. The estimated percolation 

threshold (PT) loading is about 9.7 G wt. % which is significantly lower than some reported values in 

studies containing polymer/G composites (Kang and Chung, 2003; Chen et al., 2003b; Chen et al., 

2001). This observed disparity may have to do with the variation in the matrix type, the effect arising 

from same and the inclusion of oil. Crystal formation in semi-crystalline polymers like PA6 also 

enhances electrical conductivity. As crystals are formed they push away filler particles thereby 

narrowing the total volume required to form a conductive path (Krupa and  Chodák, 2001). When a 

very low PT loading of close to 6 G wt. % was reported with a HDPE matrix (Zheng et al., 2004), the 

success was associated with filler shape, the mixing viscosity and the effect of the actual blending 

process (Cheng et al., 2010). Additionally all polymers differ in their intrinsic dielectric properties.  

Although in situ polymerisation (as applied here ) has the advantage of providing good wetting of 

carbon fillers (Chen et al., 2003a), it also limits direct conduction of electric current since the carbon 

particles become coated (Weng et al., 2005). A similar effect also occurs when the filler is 
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encapsulated, for instance when master-batch processing precedes melt extrusion. In such cases, 

electron flow switches from a contact-based mechanism into an electron tunnelling type (Li and Chen, 

2007). 

 

In percolation data fittings, the critical constant, t, describes the shape of the fillers as it relates to the 

dimensionality of the conductive path attained (Weng et al., 2005; Yamamuro et al., 1999). In the G 

40/10 system, a critical constant of 0.55 is obtained with the regression coefficient above 0.9 which 

justifies the value.  Conventionally, t values close to 2 implies that the electrical conductive network 

is 3 dimensional (Schmidt et al., 2007). Deviations to higher values are considered to be a 

manifestation of a non-universal phenomenon (Foulger, 1999b; Chen et al., 2003a; Foulger, 1999a).  

Chen et al. (2003a) suggests t values between 1.65 to 2.0 to correspond to a 3 dimensional filler 

connectivity network while, extreme filler geometry causes deviations to higher values. This results in 

other forms of conductive mechanism, for instance tunnelling (Foulger, 1999B)  to occur in parallel 

with the contact type.  Filler connectivity can also be such that a two dimensional network forms.  

Values around 1.1 (Yamamuro et al., 1999) , those within the range of 1.2-1.30 (Schmidt et al., 2007)  

and even up to 1.33 (Bauhofer and Kovacs, 2009)  have all been considered to describe an electrically 

conductive path with a dimensionality of 2. Values of t far away from the range typically associated 

with both the two and three dimensional connectivity are sometimes observed especially when, 

sonication is used in dispersing the fillers (Bauhofer and Kovacs, 2009). For instance, a t value of 7.6 

(Ha  et al., 2007) was obtained as well as a t value of less than 1 (Wang and Dang, 2005), both in 

processes involving carbon dispersion by sonication. Therefore, the t value of ≈ 0.6 obtained in the G 

40/10 system is not an isolated finding.  It appears that the harsh sonication conditions applied in 

40/10 created small particles of diverging geometries as evident in Figure 4 below. The red arrow 

points at somewhat distorted cone among other intricate shapes. Such mixed geometries are 

anisotropic  thus, lacking any definable central or rotational symmetry to fit proper aspect ratio 

description (Supova et al., 2011) .  

 

 
Figure 4: SEM photo for tensile fractured PA6/G of the IG 40/10 system (40% sonication applied for 

10 min) 

 

Figure 5 shows the PT fitting for IG 20/20 system where the PT forms at a lower loading of 7.6 G wt. 

% with a regression coefficient, R = 0.994. The PT value compares favourably with that achieved in 

G 40/10 system at 9.7 G wt. % with R = 0.941. This is an indication of a better retention of the aspect 

ratio in G 20/20 system despite a higher value of the sonication. The t value of 2.26 obtained here is 

an approximate to a 3 dimensional connectivity network as reported in literature (Bryning et al., 2005; 

Yuen et al., 2007; Yoshino et al., 1999; Mierczynska et al., 2007). It also shows that formation of an 

electrically conductive network occurred preferentially with a well dispersed G compared to that 

based on agglomerated conductive path. 
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Figure 5: Electrical conductivity percolation curve for IG 20/20 system where 20% amplitude of 

sonication was applied for 20 min. Inset is the corresponding power law fit 

 

3.2. Electrical conductivity behaviour for in situ polymerised PA6/G composites (INP 40/10 and the 

INP 20/20 systems) 

A significant deviation of t values found in literature occurs in the INP 40/10 system as represented in 

Figure 6. The deviation is believed to be strongly associated with the nano filler size and shape of the 

GNP due to 40/10 harsh sonication conditions. Formation of large quantity of relatively small 

particles of different shapes is linked to sonication conditions. There seems to be no studies with 

which to compare these results, i.e. where GNP is incorporated in situ during synthesis of PA6 using 

fast anionic polymerisation which follows concurrent direct horn sonication and mechanical stirring.  

The two dimensional lateral structure of GNP combined with harsh sonication conditions can alter the 

GNP geometry and as such, the measured t value of 22.7 may not be unusual since a value close to 8 

was  reported when one dimensional CNT was dispersed by sonication (Ha  et al., 2007). Ideally, t 

values describe both the geometry and dimensionality of  connectivity networks (Foulger, 1999A; 

Foulger, 1999B). The percolation theory may have limitations when it comes to carbon particles as  

reported by Gojny et al. (2006)  where higher PT values are predicted. The higher PT for INP 40/10 

system is also likely associated to filler agglomeration on the nano-scale. This can negate the 

formation of a sufficiently large conductive path all across the specimen. The degree of crystallisation 

(DoC) reported in Marsden et al. (2018) did not vary significantly, relatively higher DoC did occur 

for INP 40/10 system. The lowest and highest values are 33.9±0.9 and 37.8±1.0 GNP wt. % 

respectively. This compares to 26.0±0.9 and 35.7±1.7 GNP wt. % in the INP 20/20 system. Hence 

INP 40/10 which has a higher DoC is more likely to have a higher volume excluded. This will surely 

aid formation of a lower PT in INP 40/10 system.  
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Figure 6: Electrical conductivity percolation curve for the INP 40/10 system where 40% sonication 

amplitude applied for 10 min. Inset is the corresponding power law fit 

 

In the INP 20/20 system, electrical conductivity improvement seems quiet gradual as depicted in 

Figure 7. The effect of a milder sonication manifests with t value of 7.4 which remains within 

reported range where sonication is applied (Ha  et al., 2007). It also agrees with the micrographs 

shown in Figure 8 where, better maintenance of the lateral structure of the GNP occurs in A for the 

INP 20/20 with a milder sonication condition. Under the 40/10 sonication condition, the GNP has a 

more fragmented structure. The higher PT value of 7.4 in the INP 20/20 system relative to 5.2 in the 

INP 40/10 system gives a difference of 2.2 GNP wt. % and most likely corresponds to their 

percolation behaviours. 
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Figure 7: Percolation curve for the INP 20/20 system where 20% sonication amplitude was applied 

for 20 min. Inset is the corresponding power law fitting 
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(a) (b) 

  
Figure 8: Morphologies of the GNP in (a) the INP 20/20 system (sonication amplitude of 20% for 20 

min), and (b) the INP 40/10 system (40% amplitude for 10 min) 

 

4.0. Conclusion 

 

Using in situ polymerisation and two processing streams of theoretically equivalent carbon filler 

dispersion strain rates, micron and nano sized carbon composites of PA6 were made and their 

electrical conductivities and percolation thresholds were investigated. The two dispersion processing 

streams used were the 40 % amplitude for 10 min (40/10) and the sonication amplitude of 20% for 20 

min (20/20). Each G and GNP composites were made at five cumulative filler loading levels. A 

purely ohmic electrical conductivity behaviour was attained at 9.75 G wt. % for the G composites in 

IG 40/10 system. For composites in the IG 20/20 system, ohmic electrical conductivity was attained at 

10.00 G wt. %.  Percolation threshold was attained at 9.7 G wt. % loading in IG 40/10 system while, 

same was attained at 7.6 G wt. % loading in IG 20/20 system. For the GNP based systems, percolation 

threshold occurred at 5.2 GNP wt. % in the INP 40/10 system whereas same occurred at 7.4 GNP 

wt.% in the IG 20/20 system. 
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ABSTRACT 
 

The major aim of any power system is the continuous provision of safe, quality and reliable electric 

power to the customers. One of the greatest challenges to meeting up with this goal is the failure of 

components in the system. In this article, the frequency of outages caused by failure of different 

components in the distribution system was investigated to ascertain the ones that are more 

susceptible to failure by comparing their proportions in the entire failure events. The outage data 

obtained from Irrua Transmission Station comprising Ehor, Ubiaja and Uzebba 33kV feeders were 

analyzed using Microsoft Excel while the hazard rates were measured using the failure rate index. 

Findings revealed that 93.77% of all the forced outages in the distribution subsystem in the power 

sector are caused by the high exposure rate of the bare aluminum conductors used in the 

construction of the various overhead feeders. Subsequently, the yearly failure rates of aluminum 

conductors, cross arms, relay, insulators, fuses, electric poles, breakers, transformers, isolators, 

cables lightning surge arresters were found to be 836.0, 17.5, 17.0, 10.3, 4.3, 2.0, 1.5, 1.3, 1.0, 0.5 

and 0.3 respectively in the studied network.  A comparison between this study and a related work 

showed that the rural feeders are more prone to faults as compared to the ones in the urban areas. 

It was therefore recommended that regular tree trimming along the network corridor should be 

done. Proper conductor size should be used in every subsequent construction and every segment 

with undersized conductor should be replaced with the appropriate size. This study will help the 

power system engineers in the design, construction, maintenance and operation of the distribution 

power system for optimum and improved system performance. 

 

Keywords: Vulnerability assessment, Power system components, Nigeria power sector, NEMSA, 

Bathtub curve, Failure rate, NERC 

 
1.0. Introduction 

 

Components are those hardware necessary to effect the proper functioning and operation of a process. 

While vulnerability in this context is a measure of weakness as a result of wear, tears, production 

lapses etc. of any component which can lead to its failure. A system is a common entity which 

comprises many components to carry out specific objective. The major objective of a power 

distribution system is the supply of safe and quality power to the customers (Brown, 2009). However, 

the level of the success of this objective is subject to the health and capacity of the installed 

components in the system. Hence, the arrangement and sizing of components in a power system has 

become a major aspect in system planning and design because the configuration, architecture and 

capacity can influence the component failure rate, cost and operational flexibility (Brown, 2009). 

In an electrical system, all the components are connected together either in parallel, series, meshed or 

a combination of these. Therefore, the performance of a power system is a function of the 

performance state of these constituent components. According to IEEE, the definition of reliability of 

a system or components is simply their ability to perform the intended functions under stated 

conditions for a specified period of time. Hence the major point of interest in distribution system 

reliability assessment is the rate of component failure, repair rates and the general interruptions 

suffered by the customers (Akintola and Awosope, 2017). This is because the flow of power requires 

that all the components should be healthy and energized (except standby) before electricity can get to 

customers.  
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The adequacy of any power system is defined by the capacity of the installed component. System 

adequacy has become a major subject in the field of electric power system studies due to the impact 

on the performance of the power system (Eminoglu and Uyan, 2016). This is a situation whereby 

there are enough facilities to cater for the generation, transmission and distribution needs of all the 

served customers. This implies that the point of interest as far as system adequacy is concerned are the 

network structural architecture and the capacity of the installed components (Billinton and Allan, 

1996; Wang, 2012). 

 

Some of the components in the power system include conductors, electric poles, switch gears, 

lightning arresters, isolators, fuses, transformers and insulator (Gupta, 2005; Brown, 2009; Eke, 

2003). Studies have shown that these items are susceptible to failure thereby causing interruption of 

power supply to the customers. Sometimes, the failure of a component can cause cascaded failure in 

the power system as a result of the interconnection relationship that exists between the various 

components. 

  

Power outages are unpalatable events for power users whether they were scheduled or abrupt. The 

unscheduled events are mainly due to failure of network components. Hence, component failure is the 

major technical cause of power outages (Akinloye et al., 2016). The effect of the outages caused by 

both line faults and components failures on the power system can last for long period if not quickly 

resolved. Some line faults could be transient and could be resolved within few seconds by operation 

of well-planned network switches. However, the failure of network equipment such as transformers, 

breakers, poles etc can take time to either replace or repair leading to long power outage duration. 

These system disturbances as a result of faults and failures are the major causes of outages in 

advanced countries like the United States and the United Kingdom where there are no issue of system 

inadequacy unlike in Nigeria and Ghana (Godfrey et al., 2006). The side effects of such outages are 

enormous and far worse when compared to scheduled outages because of the customers’ 

unpreparedness for seamless transfer of their load to back-up sources to ensure continuation of 

operations. The scheduled events are usually as a result of the need to carry out maintenance 

operations on the equipment, construction and on consumer requests. Most often, customers are pre-

informed of such outages in advance so they could make alternative arrangements for any critical 

activity that may require quality electric power. 

 

One of the major menaces of faults on the distribution networks is the negative impact on the system 

reliability while also increasing the operational and maintenance costs (Gana et al., 2017). To this 

end, the utility companies have devised different means to contain the excesses of faults on the 

network reliability by adopting enhanced preventive maintenance policies and deployment of standard 

protection mechanisms in their systems. 

 

One of the cost-effective methods to improve reliability is by attending to the identified network 

component that can improve power availability at minimum cost (Canazise et al., 2010). Hence in 

many reliability assessments, the focus of system level of stability are on the failure related 

characteristics of the components without necessarily considering the number of customers affected 

by the breakdown. The attention on component failure is even more crucial in series connected power 

system because according to Canizes et al. (2017), the failure of any of the major line components in 

such a network will result to an outage in the entire circuit due to lack of redundancy in the network. 

This can influence choice of equipment vendor(s)/manufacturer(s) to rely on for supply of 

components based on established reliability of products of different brands over time. This is sequel to 

the fact that the Utility Industry is expected to ensure that operation and maintenance funds are spent 

wisely to meet customer expectations (Layton, 2004). 

 

The impact of the failures of these component and the consequences on the reliability of the entire 

power system are usually measured using their failure/hazard rates and repair times. Some of the 

parameters used in such assessment include permanent short circuit failure rate (λP), temporary short 

circuit failure rate (λT), open circuit failure rate (λOC), mean time to repair (MTTR) and probability of 

operational failure (POF). Others are scheduled maintenance frequency (λM) and mean time to 

maintain (MTTM) (Brown, 2009). 
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The study about the failure of components in the power system has become a very interesting area 

amongst scholars (Sambo et al., 2010; Brown, 2009; Xie et al., 2004; Min et al., 2009; Musa et al., 

2015; Wang and Wu, 2011; Akintola and Awosope, 2017; Adegboyega and Dawal, 2012; Etu et al., 

2015; Okoronkwo and Nwagu, 2006; Adoghe et al., 2013). This high popularity enjoyed by this field 

of study is not unconnected with the vital role played by these components in the distribution of 

electricity to customers. These studies have helped in highlighting the behavior, characteristics, 

importance and performance of these components in the power system. However, there is still dearth 

in the study of the proportion of breakdown suffered by each component in the power system. The 

analysis of causes of power outages presented by Brown (2009) lumped the proportion of the entire 

component breakdown together against other factors. The components considered by Adoghe et al. 

(2013) in their study were very few. Though, Akintola and Awosope (2017) analyzed more 

components and presented their proportion of failures in the studied network nevertheless, the scarcity 

of studies which focus on comparison of component susceptibility levels in the power system warrant 

more researches. Hence, in this article, the failure of components in a typical rural distribution system 

in Nigeria will be analyzed to ascertain the proportions of vulnerability of each component to failure. 

This has become very necessary in order to improve understanding on vital issue bothering on the 

efficient management of the power distribution industry such as ‘what proportion of the forced 

outages is caused by the failure of a certain or any component in the system?’ Hence, such knowledge 

will help to identify the major items responsible for forced outages thereby assisting the utility 

providers to plan for effective and efficient maintenance methods. Also, such information can assist in 

the modification of future network designs to mitigate such failures. The rest of this work will be 

structured as follows: The materials and method used will be presented in Section 2. The finding will 

be discussed in Section 3 while the conclusion and suggestion will be done in Section 4. 

 

1.1 The power system  

Typical power system consists of different components which are necessary for the generation, 

transmission, and distribution of electricity to the different load points as shown in Figure 1. In order 

to successfully achieve this, step-up transformers are used to step up the output voltage of the 

generators (G) for efficient transmission of the produced power. One of the advantages of transmitting 

electricity at high voltage is the reduction of line losses as the energy travel through long distances 

from point of generation to point of utilization. The high transmission line voltage requires stepping 

down for the purpose of distribution (Prakash et al., 2016). The final voltage step down is usually 

achieved by the distribution transformers which are fed through the primary distribution feeders. 

Depending on the congestion of any place and policy, the distribution conductors could be placed 

overhead or underground with it inherent advantages. 

  

The efficiency and reliability of the power system largely depends on the robustness of the 

implemented design architecture which could be radial, ring or mesh. Mesh is the most reliable and 

also most complicated to operate followed by ring and then radial (Prakash et al., 2016). The system 

performance can also be affected by natural disaster, such as earthquake and cyclone. Given the fact 

that every power network was designed under natural disaster rated units, the damages sustained 

under fault conditions can affect the Mean Time To Restore/Repair (MTTR) depending on the design, 

control and management of that particular system (Siemens, 2008; Mariam et al., 2013). Though the 

power system comprises generation, transmission and distribution, however findings showed that 80% 

of all the faults in the system occur at the distribution level (Filomena et al., 2011). 

 

The major role of the power distribution system is the stepping down of the transmission voltage to an 

appropriate level that can be safely utilized by the different customers as presented in Figure 2 

(Electrical4u, 2018), and it is radial in our study such that any feeder interruption will affect the 

customers downstream with failure model presented in Figure 3. Thus, all the components must be in 

good working condition before power can be delivered to the end users due to lack of redundancy in 

such systems (Anthony, 2014). 
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Figure 1: Simplified single line diagram of a typical power system (Anshika, 2017) 

 

1.2. Faults in distribution systems 

Faults are unhealthy system or network events. According to Meier (2006), fault is an accidental 

electrical connection of any live component and another conductive body at a different voltage level 

which results to short circuit. Research has shown that the causes of fault in the power system include 

vegetation and animals contact with the live lines, human errors, adverse weather conditions, 

damaged transformer windings, failed lightning arresters, shattered insulators etc. (Min et al., 2009; 

Airoboman et al., 2017; Hines et al., 2009; Akinloye et al., 2016). 

 

The pattern of events and the phases in the life-time of components with respect to failure rates is 

defined by a bathtub shape to includes early infant mortality failure resulting from factory errors, 

wrong handling and poor workmanship, constant/random failures dependent on component functions 

and exposure rate to hazardous environment, and wear-out failures that are age dependent (Zhang, 

2007; Neubeck, 2004; Lienig and Bruemmer, 2017; Dhillon, 2002; Brown, 2009; Xie et al., 2004; 

Akintola, 2017). Every fault results to power failure or outage in the power system. Hence there is no 

hardline drawn between the usage of these terms (i.e. faults and failures) in this study. For the purpose 

of operation, faults are broadly categorized to either line or equipment faults. 

 

Power distribution lines are susceptible to faults of varying types and magnitudes, classified as either 

single phase to ground, double phase to ground, phase to phase, three phases to ground or three-phase 

faults (Ewesor, 2003). In analyzing these faults, we have balanced (symmetrical) three-phase faults 

(i.e. short circuit/shunt fault), unbalanced (unsymmetrical) faults, one line/series faults and 

simultaneous faults. The associated fault level can be classified as low impedance and high impedance 

faults, distinguished by the fault current values which resulted from the arching between the phase to 

the surface of contact. Unlike low impedance, high impedance faults are difficult to be detected 

(Wester, 1998). It requires customized approaches that can extract information of these high 

impedance faults from the available data occurrence (Gana et al., 2017). The shunt faults have been 

researched to be more severe than the series faults. 
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Figure 2:  An ETAP software presentation of a typical Single-End Radial Network Configuration 

 

 
Figure 3: Series network structure (Dorji, 2009). 

 

Where λP,  = Failure rate 

r = Component repair time 

 

Apart from line faults presented, there are also instances of fault conditions on the power system 

because of breakdown of equipment and these affect the system reliability. Some of the equipment 

that are susceptible to breakdown include transformers arising from insulation failure of windings, 

shattered bushings and oil leakage. These can result to rise in winding and oil temperature, oil 

shortage, fire outbreak and total failure of the transformer  (Gupta, 2005; Dhakal, 2000). Another 

component that can break down are breakers, which have to do with their arc quenching medium and 

operations mechanism failures (Gupta, 2005). Other vulnerable components include line isolators, 

electric poles, lightning arresters and insulators  (Anshika, 2017). 
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The findings from the study carried out in the US as presented in Figure 4 showed that the outages in 

the power system were  as a result of trees, lightning, animals, overload, traffic accidents and dig ins 

(excavation activities), and the highest cause of outages are equipment failures (Brown, 2009). Figure 

5 is a graphical representation of the failure rates of the different components in the distribution 

substation. The chart shows that fuses, line conductors and switchgear are the susceptible components 

in a power system with very high failure rates. However, it should be noted that faults such as failed 

joints/terminations are not specific to a particular equipment due to the fact that there are vibration in 

some equipment as current flows through them and lead to increase in resistance at such points, which 

can lead to high wastage of energy and fire outbreak if not properly maintained (Gupta, 2005). 

 

 
Figure 4: Major causes of power outages for three US utilities (Brown, 2009) 

 

 
Figure 5:  Bar chart showing the failure rate of each component (Akintola and Awosope, 2017) 
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Table 1: Sample of the interruption data of Ehor, Ubiaja and Uzebba 33kV Feeders. 

 
 

2.0. Methodology 

 
The data for this study were obtained from the outage records of some 33kV feeders in Irrua 
Transmission Station, Transmission Company of Nigeria (TCN). This comprises Ehor, Ubiaja and 
Uzebba feeders and the event duration was from 2015 to 2018. Special focus was placed on those 
forced outages which are caused by component failures hence outages caused by load management 
and maintenance purposes where not considered The components investigated includes Aluminum 
conductors, cross arms, relays, insulators, fuses, poles, breakers, transformers, isolators, cables and 
lightning arresters. 
  
The raw data as presented in Table 1 was processed using Microsoft Excel application to obtain and 
present the counts of events in tabular form. Summarized annual outage events as a result of failure of 
components in the network are presented in Table 2. 
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Table 2: Summary of component failure incidences 
Feeders 2015 2016 2017 2018 

Ehor 289 348 361 482 

Ubiaja 259 307 293 336 

Uzebba 131 250 242 268 

 

Table 3 represents the distribution system components and the identified causes of their 

failures/breakdowns. 

 

Table 3: Components and their major causes of failure in the system (Source: TCN) 
Serial Number Components Causes of failure 

1 Bare Aluminum Conductor Overgrown vegetation, Jumper/Upriser cut, 

detached   conductor from support, wire snap, 

animal activities, twisted conductors. 

2 Cross Arms Broken cross arms. 

3 Relays Poor calibration, poor selectivity, poor 

sensitivity. 

4 Insulators Insulation failure 

5 Fuses Ruptured fuses 

6 Poles Broken poles and vehicular collision. 

7 Breakers Breaker failure 

8 Transformers Transformer faults 

9 Isolators Faulty isolators 

10 Cables Punctured cables 

11 Lightning Arresters Arrester failure 

 

Based on detailed analysis of the raw data, Table 4 shows the major components and equipment used 

in the power systems for the distribution of electric power and their level of susceptibility to failures. 

The grand total is the summation of total failure counts of each contributory cause of interruption to 

the equipment failures. For instance, according to Table 3, electric poles are susceptible to fault 

conditions such as broken pole and vehicular collision hence the grand total of outages comprises the 

count of failures from both scenarios.  

 

Table 4:  The frequencies, proportions and causes of components’ failure induced outages 
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The proportion (%) of the grand total of the identified causes to the entire failure events (which is a 

measure of their level of relative susceptibility) is also presented. These proportions were determined 

using Equation 1 (Peter et al., 2011). 

 

𝐶𝑃 =
∑ 𝐶𝑂   

∑ 𝑂
𝑥100 (1) 

 

Cp Percentage proportion of each component contribution to total outages (Vulnerability) 

∑Co Sum of outages cause as a result of failure of each component 

∑O Sum of all outages caused by failure of components (3566) 

 

The failure rates (λ) of each of the components were determined using Equation 2. 

 

𝛌 =  
∑ 𝐹

∑ 𝐷
 (2) 

 

λ Failure Rate 

∑F Sum of failure of each component 

∑D Total duration of study 

 

In order to obtain the proportion (%) of the failures recorded in the system as a result of the any 

component like aluminum conductor, the following steps were taken; 

i. The total counts of failure events that have anything to do with aluminum conductors were 

identified. These information which can be found in Table 4 include; 

a. Intermittent outages (2792 cases) 

b. Fallen trees/vegetational encroachment (383 cases) 

c. Jumper/upriser cut (50 cases) 

d. Pulled out conductors from insulators (43 cases) 

e. Wire snap (41 cases) 

f. Animal bridges (19 cases) 

g. Twisted conductors (10 cases) 

h. Phase imbalance (6 cases)  

ii. These numbers of cases were then substituted into equation 1 as follows: 

 

𝐶𝑝 = (
2792 + 383 + 50 + 43 + 41 + 19 + 10 + 6

3566
) ∗ 100  

       =
3344

3566
∗ 100 

         = 93.77 
 

These steps were replicated for the other component and the results are presented in Table 5. 

 

3.0. Results and Discussion 

 

Table 5 shows that there were 3566 outages as a result of equipment and components failures, the 

failure distribution are: the bare aluminum conductors accounted for 93.77% of the failures, cross 

arms (1.96%) as a result of manufacture defects or old age, relays (1.91%) due to improper relay 

coordination of the 11kV protection zones which do result to trippings of the 33kV protection 

schemes by faults that occurred on the 11kV networks, insulators (1.15%) due to manufacture defects 

or old age, fuses (0.48%) in response to a fault condition or overloading condition in the system, poles 

(0.22%) due to old age or accidental vehicular collision. Also, outages could occur due to faults on the 

breakers (0.17%), transformers (0.14%), isolators (0.11%), cables (0.06%) and lightning arresters 

(0.03%). Figure 6 gives a graphical depiction of these realities. 
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Table 5:  Vulnerability report of component in the distribution power system 
Components Total Failures Proportion of contribution to total forced outages in the 

system (%) 

Bare Aluminum Conductor 3344 93.77 

Cross Arms 70 1.96 

Relays 68 1.91 

Insulators 41 1.15 

Fuses 17 0.48 

Pole 8 0.22 

Breakers 6 0.17 

Transformers 5 0.14 

Isolators 4 0.11 

Cables 2 0.06 

Lightning Surge Arresters 1 0.03 

Total 3566 100 

 

 
Figure 6: Contribution of major components to the forced outage incidences 

 

The most visible reason for line fault is fallen trees that rest on the network and this account for 

10.74% of all the faults as presented in Table 4. This result agrees with the earlier findings of Short 

(2004) and Okorie and Abdul (2015) which stated that vegetation issues are the major causes of faults 

on the distribution network resulting in overcurrent earth fault. 

  

Components like insulators, cross arms and poles are very important supports for the conductors have 

been found to be prone to failures at varying degrees resulting to power outages to the customers. This 

agrees with the findings of Adegboye and Dawal (2012). Sometimes, weak and obsolete cross arms 

can also cause power outages when they break and make the live conductors to be earthed. 

 

Considering the grand total of 3,344 outage events connected to aluminum conductor out of 3,566 

events in Table 5, it is evident that 93.77% of the faults in the power sector in Nigeria are connected 

to the susceptible nature of the aluminum conductors that are used for the distribution of power to the 

various load points. This high level of bare aluminum related faults is due to many factors such as the 

high vegetation density of the environments where these feeders transverse. 

Overloading increases the thermal characteristics of the conductors which leads to snapping of the 

lines (including jumpers and uprisers), while other incidents that affect the bare aluminum conductors 

include detachment from supports, animals bridging the lines (Brown, 2009), phase imbalance due to 

disconnected phase and twisted conductors’ issues. 
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From Table 5, transformer failure is very minimal in the network (about 0.14%). This is due to the 

high level of protection given to it by the fuses, relays, breakers and lightning arresters in the design 

stage. However, it is found to fail more than the circuit breakers. 

 

Equation 2 was used to determine the failure rate of each of the component on hourly, daily, monthly 

and yearly basis as presented in Table 6. The table shows that the aluminum conductors had issues 

3,344 times during the period of study (2015 - 2018) within the studied distribution system. 

Consequently, this resulted to a failure rate of 0.09537 per hour, 2.2888 per day, 69.667 per month 

and 836 per year for the component. 

  

Table 6:  Failure rate of each component 
Components Total Failures Failure Rate 

Hourly Daily Monthly Yearly 

Bare Aluminum Conductor 3344 0.09537 2.2888 69.667 836.0 

Cross Arms 70 0.00200 0.0479 1.458 17.5 

Relays 68 0.00194 0.0465 1.417 17.0 

Insulators 41 0.00117 0.0281 0.854 10.3 

Fuses 17 0.00048 0.0116 0.354 4.3 

Pole 8 0.00023 0.0055 0.167 2.0 

Breakers 6 0.00017 0.0041 0.125 1.5 

Transformers 5 0.00014 0.0034 0.104 1.3 

Isolators 4 0.00011 0.0027 0.083 1.0 

Cables 2 0.00006 0.0014 0.042 0.5 

Lightning Surge Arresters 1 0.00003 0.0007 0.021 0.3 

 

Furthermore, the yearly failure rate of cross arms, relay, insulators, fuses, electric poles, breakers, 

transformers, isolators, cables lightning surge arresters are 17.5, 17.0, 10.3, 4.3, 2.0, 1.5, 1.3, 1.0, 0.5 

and 0.3 respectively. These values are other ways of conveying the information on Table 5 and Figure 

6 with regards to the measurement of each component hazard/failure/susceptibility rates relatively to 

one another with regards to proportion, causes and effects which have been discussed. 

  

Table 7 represents a comparison of findings from this study and a similar one conducted by Akintola 

and Awosope (2017). To make up for the observed nomenclature variances amongst the network 

components in the two studies, some of the names were reconciled as follows: switches were taken as 

isolator, overcurrent and earth relays were presented as relays, incoming and outgoing feeders were 

named as aluminum conductors. Both studies showed that the line conductors are responsible for most 

of the forced outages. Also, both studies showed that the least failure prone component in the 

distribution system is the lightning arresters. The proportion of feeder conductor was 30.12% in 

Akintola and Awosope (2017) as against 93.77% found in this study. It was observed that the 

proportions (%) of failures reported in both studies (This Work : Akintola and Awosope, 2017) for 

relays (1.91 : 1.56), fuses (0.48 : 27.41), circuit breakers (0.17 : 3.07), transformers (0.14 : 13.93) and 

isolators (0.11 : 2.06) varied. This is likely due to the fact that both studies were conducted in 

different power systems, environments, duration and time. The difference in urbanization level in both 

studied areas is another key factor in the observed disparity in the obtained results. The network used 

in this study are mainly in rural location with a lot of vegetation on its corridor as against the other 

study which was done in Ayetoro I Substation located in the heart of Lagos state. It is therefore 

established from this study that networks in the rural areas are more susceptible to forced outages than 

those in the urban areas. Some of the components were not studied in each work hence no values were 

found for them and these are presented as NA (Not Available). 
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Table 7: Comparison between the findings from related work and this study 
S/N Components Percentage relative failure proportion (%) 

This work Akintola and Awosope (2017) 

1 Bare Aluminum Conductor 93.77 30.12 

2 Cross Arms 1.96 NA 

3 Relays 1.91 1.56 

4 Insulators 1.15 NA 

5 Fuses 0.48 27.41 

6 Poles 0.22 NA 

7 Circuit Breakers 0.17 3.07 

8 Transformers 0.14 13.93 

9 Isolators 0.11 2.06 

10 Cables 0.06 NA 

11 Lightning Surge Arresters 0.03 0.00 

12 Switch gear NA 19.77 

13 Bus bars NA 2.08 

 

4.0. Conclusion 

 

In this article, the failure of components in a typical distribution system in Nigeria was analyzed to 

measure the proportions of vulnerability of each component to failure. Such information is useful in 

identifying the key components responsible for forced outages thereby assisting the utility providers 

to apply the appropriate maintenance methods. 

 

The results showed that almost all the forced outages (93.7%) in the distribution network occur as a 

result of temporary and permanent current leakage to earth from the aluminum conductors (feeders).  

The rest proportion of outages are as a result of the failure of other components such as cross arms 

(1.96%), relays (1.91%), insulators (1.15%), fuses (0.48%), poles (0.22%), breakers (0.17%), 

transformers (0.14%), isolators (0.11%), cables (0.06%) and lightning arresters (0.03%). The failure 

rate of each of these components was also determined on hourly, daily, monthly and yearly basis to 

give insight to their hazard rates. Based on the findings, it is therefore recommended that proper trace 

clearing should be regularly carried out on the distribution networks to avoid the intermittent tripping 

of the lines. There should be legislation for the enactment of laws prohibiting the use of wooden cross 

arms and wooden poles in future power network construction in Nigeria. This will help to reduce 

failures of these components to the barest minimum in the network. The use of protective equipment 

should be sustained and improved upon to eliminate the failure of vital and expensive network 

component such as transformers. The appropriate wire gauge should be selected for the conductor 

sizes used for network construction to avoid wire snap due to overloading of conductors. Proper 

component inventory should be kept so as to help identify the obsolete component to effect 

replacement before they finally fail. Any policy or technique (such as condition monitoring (CM), 

predictive and reliability centered maintenance (RCM) techniques) that could reduce component 

failures in the network will go a long way to enhance the reliability, cut maintenance cost and reduce 

probable hazards in the system.   
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ABSTRACT 
 

Some physicochemical properties of five brands of sachet and five brands of bottled water 

sold/produced in Abraka; Ethiope East Local Government Area of Delta State was investigated. 

Amounts of heavy in the water samples were also determined. The results were compared with 

World Health Organization (WHO) standards and Nigerian Standard for Drinking Water Quality 

(NSDWQ) respectively. Seventy percent of the samples had pH levels below the minimum level of 

6.50 recommended by WHO and NSDWQ, suggesting that the water samples are acidic. The slight 

acidity of the water samples may not be unconnected to impurities from poor treatment techniques. 

Results for other physicochemical parameters: EC (78.60 ± 34.06 µs/cm), TDS (42.80 ± 

18.46mg/l), Temperature (30.02 ± 0.46 
O
C), Cl

- 
(16.88 ± 7.01mg/l), NO3

- 
(0.12 ± 0.05mg/l), NO2

- 

(<0.001mg/l), TH(10.60 ± 7.09mg/l), Cu(0.05 ± 0.00mg/l), Fe(0.34 ± 0.19mg/l), Zn(0.11 ± 

0.02mg/l) and Mn (0.03 ± 0.00mg/l) for sachet water samples; EC (99.60 ± 76.18 µs/cm), TDS 

(54.20 ± 41.84mg/l), Temperature (29.96 ± 0.21 
O
C), Cl

- 
(20.85 ± 17.44mg/l), NO3

- 
(0.12 ± 

0.03mg/l), NO2
- 

(0.01 ± 0.01mg/l), TH(15.00 ± 16.36mg/l), Cu(0.04 ± 0.01mg/l), Fe(0.20 ± 

0.15mg/l), Zn(0.11 ± 0.03mg/l) and Mn (0.09 ± 0.01mg/l) for bottled water samples; were within 

permissible limits, indicating that the water samples are good enough for human consumption. 

 

Keywords: Sachet water, Bottled water, Physicochemical characteristics, Potable, Abraka 

 
1.0. Introduction 

 

Water is very crucial for the sustenance of lives (Gangil et al., 2013; Thliza et al., 2015). Virtually all 

processes of life in the atmosphere, lithosphere or hydrosphere require water (Aroh et al., 2013). 

Water is an essential part of human diet and is required for maintaining personal hygiene, for 

drinking, domestic, industrial and agricultural uses (Isikwue and Chikezie, 2014; Thliza et al., 2015). 

In many developing countries, availability of potable water is a perennial challenge and has become a 

matter of concern to families and communities (Maduka et al., 2014). Studies have shown a gross 

inadequacy of access to potable water amongst the world’s population (Akinde et al., 2011; Oyelude 

and Ahenkorah, 2011).  

 

In Nigeria, the situation is worrisome. Several studies have corroborated the inadequacy of the 

country’s potable water supply (Gbadegesin and Olorunfemi, 2007; Aderibigbe et al., 2008; 

Maconachie, 2008; Adamu, 2009; Omalu et al., 2011).This has occasioned an increase in water 

related illnesses that has continued to be one of the foremost health burdens worldwide (Onifade and 

Ilori, 2008; Omalu et al., 2011). According to Akunyili (2003), the Government’s persistent inability 

to provide the required quality and quantity of water for the growing population contributed in no 

small measure to the proliferation of the so-called ‘pure water’ companies in Nigeria. The 

proliferation of sachet and bottled drinking water products brings to fore the argument as to whether 

they are hygienically produced, especially when the poor sanitary conditions in most urban and rural 

areas of Nigeria coupled with irregular and insufficient monitoring of sachet and bottled water 

producers by regulating agencies is taken into cognizance (Adekunle et al., 2004). 

 

Akpoborie and Ehwarimo (2012) analyzed a variety of common packaged water products in Warri. 

The potability of the water samples was determined by investigating coliform count, selected physical 
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and chemical properties as well as presence of heavy metals like cadmium, chromium and lead. 

Sachet and bottled water samples were procured from street vendors, wholesale shops and production 

plants. The results showed that pH ranged from 7.1 to 8.2; Total dissolved solids (TDS) was between 

2.26 to 89.6mg/l; Turbidity: 0.45 to 2.55 NTU; Calcium: 0.11 to 1.21mg/l; Magnesium: 0.03 to 

0.31mg/l; Sulphate: 0 to 1.21mg/l; chloride: 0.5 to 3.1mg/l; nitrate: 0.2 to 0.25mg/l. The cadmium 

level in three brands of the water samples ranged from 0.001 to 0.002mg/l. Lead concentrations 

ranged from 0.001 to 0.003mg/l and chromium levels ranged from 0.001 to 0.002mg/l. The 

parameters analysed were well below regulatory guidelines. However, the authors observed a 

significantly small amount of TDS in the water samples.  

 

An investigation into the potability of sachet water available to residents of Kano metropolitan area 

was carried out by Ezeugwunne et al. (2009). The concentrations of metals (Zn, Pb, Fe, and Cu), 

conductivity, dissolved solids and hardness were within the World Health Organization’s (WHO) 

permissible limits. However, some of the pH values were above the WHO permissible limits. 

Adekunle et al. (2004) assessed the socio-economic and health implications sachet water in Ibadan 

Nigeria. The authors reported that the physical parameters were within the WHO limits for drinking 

water quality, except for pH. Some chemical properties studied were also within the WHO limits. 

However, aluminum, fluoride and cyanide concentrations in the water samples were not within the 

WHO limits. 

 

Sachet and bottled water are regulated as food products in Nigeria by the National Agency for Food 

and Drug Administration and Control (NAFDAC). The agency relies on WHO and NSDWQ 

standards for the product regulation, registration and certification. Packaged water is relatively 

affordable and convenient to carry and has increasingly become popular. However, many local 

manufacturers of sachet and bottled water do not adhere strictly to NAFDAC guidelines. This 

undermines the safety of such water for human consumption. The need to investigate the quality of 

packaged water therefore becomes imperative. The objective of this study is to investigate the quality 

of packaged water produced or sold in Abraka town. 

 

2.0. Methodology 

 

2.1. Description of study area 

Abraka is a sprawling University town situated between latitude 5°45’and 5°50’ N and longitude 6° 

and 6°15’E. It is unevenly lowland with a gradient that slopes gently towards the River Ethiope. It is a 

collection of a number of linear communities in Ethiope East Local Government Area of Delta State, 

Nigeria. It is majorly populated by students, civil servants, farmers and small scale business owners, 

because it hosts the three sites of the Abraka campus of the Delta State University and a large market 

respectively. 
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Figure 1: Map of Abraka showing its several linear settlements 

Source:https://www.researchgate.net/figure/Map-of-Abraka-Ethiope-East-LGA-Delta-State-Nigeria 
 

2.2. Collection/preservation of samples 

Ten (10) different bottled and sachet water brands were procured at random on the 12
th
 of March, 

2020 from the different communities that constitute Abraka town. Particular attention was on popular 

brand names commonly consumed in Abraka. Five (5) samples of each brand were purchased to 

obtain a composite sample of each sachet and bottled water brand. To protect the identity of each 

brand, they were labelled sample A to J. Samples A to E are sachet water, while F to J are bottled 

water samples. The samples were stored in the refrigerator at 4°C prior analyses.  

 

2.3. Methods 

2.3.1. pH and Temperature 

The pH of each water sample was determined with a pH meter as described in standard methods 

(APHA 4500-H
+
 Electrometric, 2017). The temperature of each water sample was measured with a 

digital thermometer (APHA 2550B Electrometric, 2017). About 200ml of water sample was measured 

into a conical flask. The thermometer was lowered into the sample until the mercury bulb was 

sufficiently covered by the sample and the temperature was read and recorded.  

 

2.3.2. Conductivity and turbidity 

The conductivity of each sample was determined using digital conductivity meter (APHA 2510B 

Electrometric, 2017). The turbidity was determined by the nephelometric method with the aid of a 

laboratory nephelometer (APHA 2130B Nephelometric, 2017).  

 

2.3.3. Total Dissolved Solids 

Total Dissolved Solids (TDS) was determined with TDS meter. The electrode was rinsed with 

deionised water followed by the water sample. The rinsed electrode was allowed to stabilize in the 
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sample for 1 minute after which the TDS value was read directly inmg/l (APHA 2540C Gravimetric, 

2017). 

 

2.3.4. Colour 

Colour was determined by the method reported in the work of Dinrifo et al. (2010).  A Lovibond 

visual colour comparator (APHA 2120B Visual) was used. Ten tubes of Lovibond visual colour 

comparator were filled with each water sample and the eleventh tube was filled with distilled water as 

standard control. The tubes were placed in the comparator and aligned by rotating the disc until a 

nearest colour match was observed. Total Hardness (TH) was determined by the EDTA titrimetric 

method using Eriochrome black T as indicator. The titration was done at pH = 10 (APHA 2340C 

Titrimetric, 2017). 

 

2.3.5. Chloride, nitrate and nitrite concentrations 

Chloride content was determined by Argentometric/Titrimetric method (APHA 4500-Cl-B 

Titrimetric, 2017). Nitrate (NO3
-
) and nitrite (NO2

-
) contents were determined by colorimetric method 

using a potable UV-visible spectrophotometer (Searchtech Instrument, 752N model, India) (APHA 

4500E Colorimetric, 2017) and (APHA 4500-NO2 Colorimetric, 2017) respectively.  

 

2.3.6. Heavy metals 

Heavy metals such as copper (Cu), lead (Pb), iron (Fe), zinc (Zn), manganese (Mn) were determined 

by Flame Atomic Absorption Spectrophotometry (FAAS) using acetylene/air with Atomic Absorption 

Spectrophotometer, Varian Spetra AA 600 model (USA) (APHA 3111B FAAS, 2017). Arsenic (As) 

was determined using AAS-Hydride method (APHA 3111B AAS-Hydride, 2017).  

 

2.3.7. Statistical analysis 

Data analysis was done by independent samples t-test using Statistical Package for Social Sciences 

(SPSS) version 20 Software. At a significant level (p – value) of 0.05; differences between the means 

of the two sets of data for each parameter were considered not significant at p > 0.05.  

 

3.0. Results and Discussion 

 

Tables 1 and 2 show the physical and chemical properties of the sachet and bottled water samples 

determined in this study. A comparison of the average values of physicochemical parameters and 

heavy metals concentration of the water samples with international and national guidelines for 

drinking water is presented on Table 3. Samples A to E are sachet water samples while samples F to J 

are bottled water samples.  

 

The pH values of the sachet water samples ranged from 4.11 – 6.65, while that of the bottled water 

ranged from 5.17 – 7.77. There is a significant deviation in the pH values of most of the water 

samples from acceptable standards as can be observed in Figure 1. Only samples E, F and I had values 

within the acceptable limit. The pH values of the other water samples were below acceptable limits. 

This is similar to the observations of Oyelude and Ahenkorah (2012).  At a degree of freedom (df) 

equal to 8 and a p-value of 0.116, there was no significant difference between the pH values obtained 

for the sachet and bottled water samples. The pH of water affects transformation processes of the 

various forms of nutrients and metals. Extreme pH values poses health risks to humans. 
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Table1: Physicochemical properties of the sachet water samples 
Parameter Sachet water samples 

A B C D E 

pH @ 25 (°C) 6.40 4.57 4.50 4.11 6.65 

EC (µs/cm) 20 88 91 109 85 

TDS (mg/l) 11 48 50 59 46 

Turbidity (NTU) <0.1 <0.1 <0.1 <0.1 <0.1 

Temp. (°C) 30.10 30.20 29.80 29.90 30.10 

Colour (Pt-Co) <1 <1 <1 <1 <1 

Cl- (mg/l) 6.00 17.90 20.24 24.85 15.39 

NO3
- (mg/l) 0.10 0.09 0.07 0.21 0.12 

NO2
- (mg/l) <0.001 <0.001 <0.001 <0.001 0.080 

TH(mg/l) 6.00 7.00 10.00 7.00 23.00 

Cu(mg/l) 0.05 ND ND ND ND 

Pb(mg/l) ND ND ND ND ND 

Fe(mg/l) 0.20 ND ND ND 0.47 

Zn(mg/l) 0.09 0.12 0.14 0.11 0.09 

Mn (mg/l) ND ND ND ND 0.03 

As (mg/l) ND ND ND ND ND 

ND = Not Detected 
 

Table2: Physicochemical properties of the bottled water samples 
Parameter Bottled water samples 

F G H I J 

pH @ 25 (°C) 7.21 5.17 5.93 7.77 6.33 

EC (µs/cm) 142 36 83 209 28 

TDS (mg/l) 78 19 45 114 15 

Turbidity (NTU) <0.1 <0.1 <0.1 <0.1 <0.1 

Temp. (°C) 30.10 29.70 29.80 30.20 30.00 

Colour (Pt-Co) <1 <1 <1 <1 <1 

Cl- (mg/l) 28.04 8.10 14.12 47.99 6.00 

NO3
- (mg/l) 0.14 0.15 0.09 0.15 0.08 

NO2
- (mg/l) <0.001 <0.001 0.009 0.018 <0.001 

TH(mg/l) 44.00 5.00 8.00 11.0 7.0 

Cu(mg/l) 0.05 ND 0.03 ND ND 

Pb(mg/l) ND ND ND ND ND 

Fe(mg/l) 0.01 ND 0.24 0.37 0.18 

Zn(mg/l) 0.09 0.11 0.15 0.06 0.13 

Mn (mg/l) ND ND 0.10 0.08 ND 

As (mg/l) ND ND ND ND ND 

ND = Not Detected 
 

Table3: Comparison of physicochemical properties of the water samples with National and 

International Guidelines 
Parameter Sachet Water 

Mean ± SD 

Bottled Water 

Mean ± SD 

WHO NSDWQ 

pH @ 25 (°C) 5.25 ± 1.18 6.48 ± 1.03 6.50-8.50 6.50-8.50 

EC (µs/cm) 78.60 ± 34.06 99.60 ± 76.18 NG 1000.00 

TDS (mg/l) 42.80 ± 18.46 54.20 ± 41.84 1000.00 500.00 

Turbidity (NTU) <0.1 <0.1 0.2 5 

Temp. (°C) 30.02 ± 0.46 29.96 ± 0.21 Ambient Ambient 

Colour (Pt-Co) <1 <1 15 15 

Cl- (mg/l) 16.88 ± 7.01 20.85 ± 17.44 250.00 250.00 

NO3
- (mg/l) 0.12 ± 0.05 0.12 ± 0.03 50.00 50.00 

NO2
- (mg/l) <0.001 0.01 ± 0.01 3.00 0.20 

TH(mg/l) 10.60 ± 7.09 15.00 ± 16.36 500.00 150.00 

Cu(mg/l) 0.05 ± 0.00 0.04 ± 0.01 2.00 1.00 

Pb(mg/l) ND ND 0.01 0.01 

Fe(mg/l) 0.34 ± 0.19 0.20 ± 0.15 1.00 0.30 

Zn(mg/l) 0.11 ± 0.02 0.11 ± 0.03 5.00 3.00 

Mn (mg/l) 0.03 ± 0.00 0.09 ± 0.01 0.40 0.20 

As (mg/l) ND ND 0.01 0.01 

WHO = World Health Organization (2017), Guideline for drinking water quality, 4th edition 

NSDWQ = Nigerian Standard for Drinking Water Quality 

NG = No Guideline 

ND = Not Detected 
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Figure 1: pH of Water Samples 

 

Electrical conductivity (EC) of the sachet water samples ranged from 20.00 to 109.00µscm
-1

; while 

that of bottled water samples ranged from 28.00 to 209.00µscm
-1

. At a df of 8 and a p-value of 0.589, 

there was no significant difference between the EC values obtained for the sachet and bottled water 

samples. The EC values were far below the maximum of 1000µscm
-1

 recommended for drinking 

water by NSDWQ. According to Nwidu et al. (2008) low EC values indicate the presence of minimal 

amount of dissolved salts (mineral elements such as calcium, magnesium and fluoride) in water. The 

long term drinking of packaged water with EC value that is lower than 40µscm
-1

 constitute a number 

of health risks such as higher probability of fracture in children, pregnancy disorder (preeclampsia), 

diuresis, premature or low baby weight at birth and increased tooth decay (Guler and Alpalsan, 2009). 

 

TDS of the bottled water samples ranged from 15.0 – 114.0mg/l; that of the sachet water samples was 

11.0 – 59.0mg/l. At a df of 8 and a p-value of 0.592, there was no significant difference between the 

TDS values obtained for the sachet and bottled water samples. However, TDS of all the water samples 

was observed to be within the WHO and NSDWQ standards of 1000mg/l and 500mg/l respectively. 

TDS above the WHO upper limit of 1000mg/l affect the taste of drinking water negatively, making it 

unacceptable for drinking purpose. In the same vein, a very low level of TDS gives water a flat taste, 

this for many people is undesirable.  

 

The salinity of the water samples was within the limit recommended for potable water. The Turbidity 

of drinking water is purely dependent on presence of particulate matter. Turbidity has effects on taste, 

odour and colour of water (Ndinwa et al., 2012). The turbidity of all the sachet and bottled water 

samples was less than 0.1 NTU. This is within the 0.2 NTU recommended standard of WHO.  

 

The temperature of sachet water samples ranged from 29.80 - 30.20°C; the bottled water samples had 

a temperature range of 29.80 - 30.20°C. At a df of 8 and a p-value of 0.626, there was no significant 

difference between the temperature values obtained for the sachet and bottled water samples. 

Variation in temperature for packaged potable water is probably due to increased hours of exposure to 

sunlight during the day and improper storage of water. High temperature reduces the amount of 

dissolved oxygen in water, (Sawyer et al., 2000). The temperatures of the water samples were within 

the standard guidelines for drinking water. 

 

Chloride ions concentration in the water samples varied from 6.00 – 47.99mg/l for bottled water, with 

sample I having the highest concentration, while the range for sachet water was 6.00 – 24.85mg/l as 

shown in Figure 2. At a df of 8 and a p-value of 0.649, there was no significant difference between the 

Chloride ion concentrations obtained for the sachet and bottled water samples. The values were 

however, within the WHO maximum permissible concentration of 250mg/l desirable for drinking 

water. This limit is primarily based on taste considerations. However, intake of water containing 

higher concentrations of chloride, have not been widely reported to have adverse health effect on 

humans (Ndinwa et al., 2012). Higher levels of chloride ions in drinking water can become very 
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evident in the taste of water. The values observed in this study were higher than 0.31- 3.03mg/l 

reported for sachet water analysis in Warri and Abraka, Nigeria (Ndinwa et al., 2012). 

 

 
Figure 2: Chloride ion concentrations in the water samples 

 

The range of nitrate ion levels in the water samples was 0.07 - 0.21mg/l for sachet water and 0.08 - 

0.15mg/l for bottled water. At a df of 8 and a p-value of 0.893, there was no significant difference 

between the nitrate ion levels obtained for the sachet and bottled water samples. The results showed 

nitrate content to be relatively lower than the WHO and NSDWQ permissible limit of 50mg/l. 

Excessive amounts of nitrate ions can cause water quality problems, as well as contribute to the illness 

known as methemoglobinemia in infants (Zhang, 2007).  

 

The concentration of nitrite ions in sachet water ranged from less than 0.001 to 0.08mg/l. The 

concentration is in compliance with the 3.0mg/l maximum standard (WHO, 2017). The bottled water 

samples had a nitrite concentration range of less than 0.001 to 0.02mg/l. There was no significant 

difference in the nitrite ion levels for sachet and bottled water. 

 

The distribution pattern of heavy metals concentrations in the study as observed on Table 3 is:           

Fe > Zn > Mn > Cu > Pb> Ar for sachet water and Fe > Zn > Cu > Mn > Pb > Ar for bottled water 

respectively. Copper occur naturally in water in only minute quantity (few micrograms per litre) in 

drinking water (Saleh et al., 2001).  In all the water samples investigated, only three sample A (sachet 

water) with samples F and H (bottled water) contained this trace element at concentrations 0.05, 0.05 

and 0.03mg/l respectively. Copper was not detected in 70% of the samples. They were all within the 

2.0mg/l standard for drinking water (WHO, 2017). Higher level of copper is not desirable in drinking 

water as it could causes gastrointestinal disorder (SON, 2007).  

 

Lead and Arsenic were not detected in all the samples. Iron as a trace element was not detected in 

about 40% of the water samples. Iron concentrations of 0.20 and 0.47mg/l were observed in sachet 

water samples A and E. In four brands of bottled water samples (G, H, I and J) iron levels ranged 

from 0.01 – 0.37mg/l. These observed values fall within the limit of 1.0mg/l stipulated by World 

Health Organization (WHO, 2017) for drinking water. However, the levels of iron in samples F and J 

were slightly above the guideline set by NSDWQ.  

 

Manganese concentration of 0.03mg/l was detected in one sachet water sample, while concentrations 

of 0.10 and 0.08mg/l respectively were observed in two bottled water samples (H and I). These values 

are within the baseline values of 0.40 and 0.20mg/l respectively set by WHO and NSDWQ 

respectively. Large quantities of manganese have an effect on water taste and enhance the growth of 

bacteria. Large doses of manganese have also been reported to cause lethargy, irritability, headache, 

sleeplessness, and leg weakness, which might induce psychological symptoms like violent behavior, 

inexplicable laughter, impulsive acts and absent-mindedness (Saleh et al., 2001). 
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Zinc was detected in all the water samples. Its concentration ranged from 0.09 – 0.14mg/l and 0.06 – 

0.15mg/l for sachet and bottled water respectively as shown on Figure 3. At a df of 8 and a p-value of 

0.916, there was no significant difference between the zinc concentration values obtained for the 

sachet and bottled water samples. The values obtained were within the permissible level of 5.0mg/l 

and 3.0mg/l recommended by WHO and NSDWQ respectively. 

 

 
Figure 3: Zinc ion concentrations in the water samples 
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4.0. Conclusion 

 

Sachet and bottled water play important roles in providing readily accessible water to the general 

populace; however, the quality of such water must be of paramount interest to all: producers, 

consumers and regulatory authorities alike. Samples of sachet and bottled water were collected from 

various retail outlets in Abraka and subjected to different analytical procedures to determine values of 

a range of physicochemical properties. The findings of this study revealed that the pH of 70% of the 

sachet and bottled water samples investigated was below permissible limits. The values of other 

parameters in the study such as: turbidity, colour, temperature, total dissolved solids, total hardness, 

electrical conductivity, chloride ion, nitrate ion, nitrite ion, and heavy metals such as copper, iron, 

zinc, and manganese were within the national and international guidelines. On the average, the sachet 

and bottled water samples were of good quality. 
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ABSTRACT 
 

Concrete mix formulation is the science of deciding relative proportions of ingredients of concrete, 

to achieve desired properties in the most economical way. Formulation of concrete mix requires 

adequate knowledge of the properties of its constituents. Aluminosilicate materials have recently 

found applications in construction industry due to their unique and flexible properties. The 

metakaolin used for this study was the locally sourced kaolin calcined at 750
0
C. The alkali 

activating reagents include a fixed concentration of sodium silicate solution and sodium hydroxide 

solutions of three different concentrations. Strength development of metakaolin – based geopolymer 

concrete is quite different from that of ordinary Portland cement concrete due to differences in 

their constituents, hence, the need for special formulation, most especially when high strength is 

required. Taguchi method was adopted in this study to formulate mix proportion for high 

compressive strength of geopolymer concrete at ambient curing condition. Four parameters were 

selected that are more likely to influence the compressive strength of metakaolin – based 

geopolymer concrete, these include aggregate content, alkali – binder ratio, alkali reagent ratio 

and alkali reagent concentration. The effect of these parameters on the density, workability and 

compressive strength at 3, 7 and 28 days are determined. The result showed that an optimum mix 

obtained from a formulation formula (2.75SiO2 * Al2O3 * 0.55Na2O * 6.8H2O) produced a 

compressive strength of 62MPa at 28 days of open air curing. It was revealed that the molar 

concentration of the alkali reagent (sodium hydroxide) should be kept within 10M range for an 

open air curing, the alkali reagents to binder ratio should be kept at 0.7 or less with no addition of 

water to achieve reasonable workability. Also, it has been observed that the bulk density of 

metakaolin – based geopolymer concrete that yielded substantial strength fall within 2250kg/m
3
 

and 2350 kg/m
3
. 

 

Keywords: Aluminosilicate Material, Geopolymer Concrete, Taguchi Method, Mix Formulation, 

Mix Optimization 

 
1.0. Introduction 

 

Concrete is a global construction material that has impacted the environment more than any other 

construction material, because it can be produced under a plethora of innovative technology, material 

and conditions. According to Ikponmwosa et al. (2014), the fact that concrete allows innovations and 

creativity in its production, either by altering its composition during mix designs, or by the addition of 

chemical admixtures or mineral additives etc., has led to the development of many types of concrete 

with different properties and for different applications. One of such type of concrete is metakaolin – 

based alkali – activated geopolymer concrete, a construction material that is yet to be developed in 

Nigeria despite the abundance deposit of kaolin in the country. 

  

Geopolymers are solid materials that can be synthesised by the reaction of an aluminosilicate powder 

with an alkaline solution (Pouhet, 2016). Theoretically, any material containing aluminium and silicon 

can be a solid source of aluminosilicate for geopolymerization (Ahmed Al - Dujaili et al., 2020). 

However, past studies have shown that the most often used materials are blast furnace slags, fly ash 
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and calcined clay. The most common clay is the kaolin which upon thermal activation within 

temperature range of 650°C to 800°C becomes metakaolin (Pera, 2001). Metakaolin – based 

geopolymer is said to be purer and can be readily characterised hence, they are referred to as model – 

system without the complexities associated with other aluminosilicate source such as fly ash (Shihab 

et al., 2018). 

 

The activating reagent is an aqueous form of alkaline compound. The common used compounds are 

hydroxides (Na
+
 and K

+
), silicates (Na

+
 and K

+
) and silica gel (Ahmed Al - Dujaili et al., 2020). The 

silicate solution increases the SiO2 content in the mix while the hydroxide solution increases the level 

of alkalinity of the mix. The origin of the element composing the geopolymer mixture is as shown in 

Figure 1. The reaction mechanism of geopolymer is a chemical process that involves the 

transformation of vitreous structures into a stable and compact composite. This chemical process only 

takes place in alkaline environment which help to dissolve the silica and alumina in the solid material. 

  

 
Figure 1: Origin of the element composing the geopolymer (Pouhet, 2016) 

  

The properties of geopolymer depend on crystallographic and microstructural features of the alkali – 

activated product which are directly affected by the mix formulation of the individual element that 

composed the geopolymer. Mix formulation of metakaolin – based alkali – activated geopolymer 

concrete is predicated upon four compounds (i.e. SiO2, Al2O3, Na2O and H2O). The metakaolin 

powder provides silica and aluminium with a fixed SiO2/Al2O3 ratio. The sodium silicate solution 

contributes silica, sodium and water in fixed proportions. The sodium hydroxide in different molar 

concentration allows for Na2O and H2O to vary in each mix formulation. 

  

The composition ranges of alkaline/binder, SiO2/Al2O3, Na2O/Al2O3, H2O/Na2O ratios of the 

component materials can be used to formulate the right mix for alkaline – activated products. These 

composition ranges are determined by such parameters as aggregate content, alkali reagent ratio, 

alkali/binder ratio and alkali concentration. However, the measure of successes or failures of every 

mix formulation can be based on the compressive strength properties of the geopolymer products 

(Hardjito et al., 2004; Fernandez – Jimenez et al., 2006; Shindunata et al., 2006). 

 

Studying the effects of these parameters on the strength properties of geopolymer concrete by the full 

factorial design tends to be too cumbersome to yield efficient results. To overcome this problem, 

suitable methods of design of experiment, such as Taguchi method was used to ascertain the effect of 

four parameters on the compressive strength property of metakaolin – based geopolymer concrete. 

Taguchi and Konishi (1987) developed Taguchi method as a statistical method for conducting 

minimal number of experiment with potential of giving full information of all factors that determine 

the performance properties of the product. Taguchi method is a design of experiment (DOE) approach 

which seek to develop products and processes that are robust to environmental factors and other 

sources of variation (Montgomery, 2013). Taguchi method helps reduce time and cost on testing all 

possible combinations by using one factor at a time to fulfil Full Factorial Experiment (FFE) (Olivia, 

2011). 

 

Taguchi optimization method has been used by researchers in different areas such as the optimization 

of blended cements (Wu and Naik, 2003), the optimization of mineral admixture and assessment of 

mix proportion for self – compacting concrete (Ozbay et al., 2009),  and recently for the optimization 

of the properties of metakaolin based geopolymer pastes (Ahmed Al - Dujaili et al., 2020), and to 

determine the proportion of materials with optimal replacement of cement for optimum compressive 

strength properties of mortar (De Side et al., 2020). However, at present there is no study in relation 

to the use of Taguchi method to establish a mix formulation for high strength metakaolin – based 

geopolymer concrete. This study therefore aims to determine the right mix formulation for metakaolin 

– based geopolymer concrete with high compressive strength as a prerequisite for further investigation 

into other important properties of geopolymer concrete.  
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It was decided that the materials for this study must be locally sourced. Ten bags of powder kaolin 

were supplied by local supplier from Ikpeshi in Edo State. The raw kaolin was pinkish white in 

colour. The calcination process of the kaolin took place in the Structural laboratory at University of 

Benin, with a portable electric furnace presented in Figure 2. The calcination process involved filling 

of a metal container with kaolin and placed in the furnace where it is heated up to 750°C over a period 

of 4 hrs. Then the hot material is left in the oven to cool till the next day. 

 

The raw kaolin has a dull pinkish colour and the metakaolin turned out to be smooth pinkish white 

colour after calcination. A sample of the metakaolin was taken for analysis of its oxide composition 

by x – ray fluorescence (XRF) analysis and the result is as presented in Table 1. 

 

 
Figure 2: Calcination process of kaolin 

 

Table 1: Chemical composition of metakaolin 

Comp. (%) SiO2 Al2O3 Fe2O3 CaO MgO Na2O K2O P2O5 TiO2 LOI 

MK (%) 49.10 37.93 0.38 0.34 0.11 0.28 1.32 0.12 1.14 1.03 

 

2.2. Alkaline solution 

The alkaline activators are the sodium silicate solution and sodium hydroxide solution at specific 

molarity. 

  

The NaOH flake of 99% purity grade was obtained from a local supplier at Onitsha market. Sodium 

hydroxide solutions were prepared in three molar concentrations (10M, 12M and 15M). For a typical 

15M concentration, 600g of sodium hydroxide flakes was dissolved in 1 litre of distilled water to 

make a 15M solution. The preparation of sodium hydroxide solution took place 24hours before use, to 

ensure that the generated heat during preparation was completely dissipated. 

 

The sodium silicate solution used has a modulus silicate (Ms) of 2.0 and was obtained from a local 

supplier with chemical characteristics as presented in Table 2. 

  

Table 2: Chemical characteristics of sodium silicate 
Prop. SiO2 (%) Na2O (%) SiO2/Na2O H2O (%) pH Density (g/cm3) 

Value 29.4 14.7 2.0 55.9 12.6 1.35 

 

2.3. Aggregates 

Coarse aggregates for this study were crushed granite obtained from local supplier. The particle sizes 

that passed through 10mm sieve were used for this study. The fine aggregates used were the natural 

sand obtained from local supplier and the maximum nominal size of 1.18mm was used throughout the 

project. The aggregates were treated with little amount of water a day before mixing to ensure that 

they are dust – free and to achieve saturated surface dry condition.  

  

2.0. Methodology
  

2.1. Metakaolin 



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 57 - 66 

60                                                                                                                                                      Okovido and Yahya, 2021                    

 

2.4. Water 

Deionize/distilled water was used during the course of this study so as to ensure minimal chloride ions 

content so as to reduce chloride – induced corrosion. Water was used for preparation of sodium 

hydroxide solution, since the sodium silicate was obtained in liquid form. No addition of water in the 

mix for geopolymer concrete, except the water in the activating solutions, because of the open air 

curing method adopted in this study. 

 

2.5. Mix formulation by Taguchi method 

The four parameters with direct effects on the compressive strength of geopolymer concrete are 

selected as presented in table 3. The aggregate content in percentage of the total mass of concrete is 

considered most critical factor (Factor A), the alkali activator – binder ratio (factor B), then sodium 

silicate – sodium hydroxide ratio (factor C) and finally sodium hydroxide molarity (factor D). Each of 

these factors is considered under three trial levels to ascertain their influence on the strength 

development of metakaolin – based geopolymer concrete. 

    

Table 3: Parameters and level of trials 
Parameter Factors/Levels 1 2 3 

Aggregate Percent  A 60 65 70 

A/B ratio B 0.70 0.75 0.80 

SS/SH ratio C 1.5 2.0 2.5 

SH Molarity D 10M 12M 15M 

 

The parameters were distributed using Taguchi’s orthogonal array method for (3
4
) mix trials to 

produce nine trial mixes as shown in Table 4. The orthogonal array distribution produced the mix 

proportion presented in Table 5. 

  

Table 4: Taguchi’s orthogonal arrays method of distribution of factors and levels 
Factor/Mix trial T1 T2 T3 T4 T5 T6 T7 T8 T9 

A 1 1 1 2 2 2 3 3 3 

B 1 2 3 1 2 3 1 2 3 

C 1 2 3 2 3 1 3 1 2 

D 1 2 3 3 1 2 2 3 1 

 

Table 5: Summary of mix formulation for metakaolin–based geopolymer concrete 
(kg/m3) T1 T2 T3 T4 T5 T6 T7 T8 T9 

MK750 565 549 533 494 480 467 424 411 400 

Fine Agg. 720 720 720 780 780 780 840 840 840 

Coarse Agg. 720 720 720 780 780 780 840 840 840 

SS sol. 237 274 305 231 257 224 211 185 213 

SH Sol. 158 137 122 115 103 149 85 124 107 

A/B  0.70 0.75 0.80 0.70 0.75 0.80 0.70 0.75 0.80 

SH Mol. 10M 12M 15M 15M 10M 12M 12M 15M 10M 

SS/SH 1.5 2.0 2.5 2.0 2.5 1.5 2.5 1.5 2.0 

Agg. (%) 60 60 60 65 65 65 70 70 70 

MK (%) 23.5 23 22 21 20 19.5 18 13 13 

Alk. (%) 16.5 17 18 14 15 15.5 12 13 13 

SiO2/Na2O  5.00 4.74 4.42 4.98 5.18 4.24 5.21 4.42 4.76 

SiO2/Al2O3 2.75 2.86 2.95 2.81 2.90 2.83 2.85 2.79 2.90 

Na2O/Al2O3 0.55 0.60 0.67 0.57 0.56 0.67 0.55 0.63 0.61 

H2O/Na2O 12.30 11.54 10.81 11.20 12.42 11.37 11.66 10.97 12.40 

 

2.6. Concrete casting and curing 

The metakaolin – based geopolymer concrete specimens were prepared by mixing a measured dry 

aggregate with a measured metakaolin powder before the addition of alkaline solutions, which are 

separately prepared. The combined materials were thoroughly mixed until homogenous mixture was 

obtained. The fresh mixture was placed in slump cone for workability determination according to 

EN206 – 1. Low slump class S2 was observed in the concrete having 70% by mass of aggregate, 

despite the increase in alkaline/binder ratio from 0.7 to 0.8. Moderate slump class S3 was observed in 

the concrete having 65% by mass of aggregates. The 60% by mass of aggregates, showed a collapsed 

slump class S4 – S5.  
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After the slump determination, the fresh concrete was re - mixed and placed in 100 x 100 x 100 mould 

and compacted on vibratory table. The moulds were initially coated with releasing agent to prevent 

sticking to the mould. The specimens in the mould were covered with thick polythene sheet for the 

next 24 hours before they were demoulded and kept in open air for continuous curing until test days. 

 

2.7. Control specimen preparation 

The use of Portland cement concrete in this study was to serve as control specimen for the purpose of 

comparative analysis. Its mix design did not serve as a control mix for metakaolin – based 

geopolymer concrete because their mix procedure differs. OPC concrete mix design was done for 

three different aggregates content in comparison with geopolymer concrete of the same aggregate 

content. Table 6 shows the summary of mix proportioning for OPC concrete for three aggregate 

contents, which are represented as control trial (CT01, CT02 and CT03). The OPC concrete 

specimens were prepared following the same procedure as geopolymer with the use of water instead 

as the main activating agent and as curing medium after demoulding. 

   

Table 6: Mix proportioning for Portland cement concrete 
Mix No Concrete Mix (kg/m3) 

Cement F.A C.A Add. H2O Agg. (%) w/c ratio Slump (mm) 

CT01 662 720 720 298 60 0.45 75 

CT02 579 780 780 261 65 0.45 60 

CT03 497 840 840 223 70 0.45 50 

 

3.0. Results and Discussion 

 

3.1. XRF analysis of metakaolin sample 

The result of the plot of the x–ray fluorescence analysis of the metakaolin for this study is as 

presented in Figure 3. It is clearly seen that the major oxide constituent of the metakaolin are the 

silicon oxide and aluminium oxide both of which constitute 87% of the total chemical oxide of the 

sample. In view of the large percentage of SiO2 and Al2O3 in the metakaolin, most of the 

characteristics of the metakaolin as binder in geopolymer concrete are traceable to the interaction 

between these two major chemical oxides, and in essence they both determine the possible mix 

formulation for desired strength properties of metakaolin – based geopolymer concrete. 

   

 
Figure 3: Metakaolin XRF plot 

 

3.2. Bulk density and workability of geopolymer concrete 

The workability of the geopolymer concrete as measured by slump value and the density of hardened 

concrete at three different test days are as presented in Table 7. It could be observed that the bulk 

density is influenced by the aggregate content in the geopolymer mix. The mix with 70% aggregate 

content has the highest range of bulk density, while there is insignificant difference in the mix with 

65% and 60% aggregate content. This could be due to adequate amount of activated metakaolin in the 

mix for aggregate content of 65% and 60%. The slump value obtained in this study can only be 

attributable to the alkali content since there is no additional water except the amount in the alkali 
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solution. The slump value indicates the impact of the sodium silicate/sodium hydroxide ratio as the 

mix with the highest amount of sodium hydroxide of lowest concentration produced the highest slump 

value, and also exhibited the same property as the self – compacting concrete. This could be due to 

low viscosity of sodium hydroxide solution as compared with sodium silicate solution. 

  

Table 7: Bulk density and slump value for metakaolin–based geopolymer concrete 
Mix T1 T2 T3 T4 T5 T6 T7 T8 T9 

3 day density 

(kg/m3)  

2335 2400 2390 2250 2280 2300 2450 2465 2400 

7 day density 

(kg/m3)  

2330 2350 2350 2250 2270 2285 2450 2430 2390 

28 day density 

(kg/m3) 

2300 2395 2330 2200 2265 2285 2435 2470 2420 

Slump (mm) 205 195 190 155 150 135 75 75 60 

 

3.3. Compressive strength of geopolymer concrete 

Compressive strength was used in the evaluation of mixes using the Taguchi method. As shown in 

Table 8, the compressive strength results of metakaolin – based geopolymer concrete was obtained as 

the average of three samples for each test. It was observed that the strength varies significantly 

between 1 and 7 days, due to rapid geopolymerization process, and there was insignificant change in 

strength between the 7 and 28 days of open air curing. The highest strength was recorded for trial mix 

T1 at 28 days with 62MPa. The mix T1 contained the lowest SiO2/Al2O3 ratio and the highest 

metakaolin content in comparison with other mixes, hence the mix was favored by the low SS/SH 

ratio and SH molarity to keep the additional SiO2 from sodium silicate in check. In order to achieve 

the mix formulation for optimum strength it is required to control the SiO2/Al2O3 ratio using the 

activating solution, since the SiO2/Al2O3 of the metakaolin is already fixed. Also, it can be observed 

that mixes with 10M concentration of sodium hydroxide performed better in comparison with higher 

molarity. It can then be argued that the metakaolin used for this study requires low molar 

concentration of sodium hydroxide for activation, and this may be traced to its high Al2O3 content. 

 

Table 8: Compressive strength of geopolymer and Portland cement concrete 
Comp. Str. (MPa) T1 T2 T3 T4 T5 T6 T7 T8 T9 

3 day  48 21 29 35 33 36 38 33 29 

7 day  60 30 40 39 36 40 39 34 30 

28 day  62 31 42 41 40 40 39 34 30 

 

The mechanical strength of geopolymer concrete is completely governed by the binding strength of 

alkali – activated metakaolin in the mix. The essence of seeking optimum mix proportioning is to 

ensure right amount of metakaolin for a given amount of aggregate and the sufficient amount of alkali 

– activator required for complete activation of the metakaolin for efficient binding property. In 

hundred percent metakaolin – based alkali – activated concrete, there is no strength to be gained 

where metakaolin serves as the mineral filler, due to insufficient amount of activator or as a result of 

excessive amount of metakaolin in the mix. The mix formulation equation 1 produced the maximum 

strength value and it is typical of metakaolin – based geopolymer concrete for ambient curing 

condition. The amount of water (both in the activating reagent and added water) required for desired 

workability may be varied depending on the type of curing and the nature of exposure condition. 

 

2.75SiO2 ∗ Al2O3 ∗ 0.55Na2O ∗ 6.8H2O (1) 

   

From the mix design, the only water content in the mix is that with which the alkaline reagents were 

prepared, hence, with correct molarity of sodium hydroxide and adequate concentration of sodium 

silicate, no extra water is required to achieve significant strength of metakaolin – based geopolymer 

concrete. Excess amount of water in the mix, beyond the need of the alkaline activators would only 

fill and displace the void meant for activated paste for optimum binding effect on the aggregate, 

leading to weak concrete product. 

  

The compressive strength results for OPC concrete are as presented in Table 9 for 7, 14 and 28 days 

of water curing. 
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Table 9: Compressive strength of Portland cement concrete 
Mix No Compressive Strength (MPa) 

7 day 14 day 28 day 

CT01 38 45 49 

CT02 37 44 47 

CT03 32 38 42 

 

3.3.1. Compressive strength analysis by Taguchi method 

In Taguchi method, Signal/Noise ratio analysis are carried out in order to study the response of 

experiment that combine repetitions and the effect of trial levels in one data point. Using the 

Signal/Noise ratio analysis in this study, a response index was established in the experiment. The 

average contribution of each level of a factor to the final strength was calculated by adding the 

strength of mixtures corresponding to each level and dividing the sum by the number of repetition for 

the level and the results are as shown in table 10 – 12. The plots of compressive strength response 

index against the selected factors for the mix formulation are presented in Figure 4 – 6. 

 

Table 10 shows the results of Taguchi analysis for the 3 – day compressive strength of metakaolin – 

based geopolymer concrete. The ranking of the result indicates that the most influential factors on the 

compressive strength is the alkali/binder (A/B) ratio. It shows that the selected factors keep their order 

of importance from A/B ratio to SH molarity with the exception of aggregate content which indicate 

the least effect. Figure 4 shows the plot of the major effect for the compressive strength during 3 – 

day of geopolymer concrete. The plot shows that the larger the signal – to – noise the better for each 

of the compressive strength results. It also indicates that factor B, C and D tend to pick up positive 

momentum at level three while factor A shows a downturn which could be interpreted as a negative 

effect on the compressive strength development of geopolymer concrete. 

 

Table 11 shows the results of 7-day compressive strength analyzed by Taguchi method for 

geopolymer concrete and the corresponding plot of the major effects is as presented in Figure 5. It can 

be seen that the alkali/binder (A/B) ratio has the major effect while the least impact on the 7 – day 

compressive strength of geopolymer concrete was recorded for molarity of sodium hydroxide as 

initially proposed. This indicates that the activated metakaolin is still binding on the aggregates in the 

mix as the concrete ages. The plot in Figure 5 shows clearly that the negative impact associated with 

increasing aggregate content persist at 7-day maturity of geopolymer concrete. 

  

Table 12 presents the results for 28–day compressive strength as analyzed by Taguchi method. It 

could be seen that the same pattern of strength development as 7–day compression strength is 

maintained at 28 days. It shows that the alkali/binder (A/B) ratio remained the most affecting factor in 

the compressive strength of geopolymer concrete at 28 days. The corresponding plot of the major 

effects of the selected factors is presented in Figure 6. It could be seen from Figure 6 that the 

downward trend associated with increasing aggregate content in the mix persist at 28–day. The 

highest A/B ratio (0.8) yielded lowest 28–day strength, despite the fact that it gave highest 7 - day 

strength. This may be due to excess of alkali in the concrete matrix after active geopolymerization 

period, which cause weakness in the interface of aggregates. In general, it can be seen that the middle 

level for each of the selected factors except the aggregate content has the lowest impact on 

compressive strength as the geopolymer concrete ages. 

  

Table 10: Response value for 3–day compressive strength of geopolymer concrete 
Level/Factors A B C D 

1 32.7 40.3 39.0 36.7 

2  34.7 29.0 28.3 31.7 

3  33.3 31.3 33.3 32.3 

S. Deviation 0.84 4.88 4.37 2.20 

Rank 4 1 2 3 
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Figure 4: Major effect for the 3 – day compressive strength of geopolymer concrete 

  

Table 11: Response value by Taguchi method for 7 – day compressive strength 
Level/Factors A B C D 

1 43.3 46.0 44.7 42.0 

2  38.3 33.3 33.0 36.3 

3  34.3 36.7 38.3 37.7 

S. Deviation 3.68 5.37 4.78 2.43 

Rank 3 1 2 4 

 

    
Figure 5: Major effect for the 7 – day compressive strength of geopolymer concrete 

 

Table 12: Response value by Taguchi method for 28 – day compressive strength 
Level/Factors A B C D 

1 45.0 47.3 45.3 44.0 

2  40.3 35.0 34.0 36.7 

3  34.3 37.3 40.3 39.0 

S. Deviation 4.38 5.34 4.62 3.05 

Rank 3 1 2 4 

 

    
Figure 6: Major effect for the 28 – day compressive strength of geopolymer concrete 
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3.4. Comparative analysis of geopolymer concrete and Portland cement concrete 

The comparative analysis of the 7 and 28 - day’s compressive strength pattern of geopolymer and 

Portland cement concrete is as presented in Figure 7.  

  

 
Figure 7: Compressive strength comparison between metakaolin – based geopolymer concrete and 
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From Figure 7 it is clear that the aggregate content in concrete has significant effects on strength 

development of both concretes however, these effects are quite different in terms of strength 

development for both type of concrete. While the 7 – day and 28 – day strength of geopolymer 

concrete are very close and concave in shape as a result of connecting the three aggregate contents, 

that of Portland cement concrete is wider and convex in shape. This is a pointer to the fact that these 

two concrete cannot be treated the same and the difference cannot be traced to difference in aggregate 

content but rather to other factors like the chemistry and difference in chemical composition between 

the two materials. 

 

4.0. Conclusion 

 

In this study, nine mixes based on Taguchi Orthogonal array was used to reduce the number of trial 

mixes required to achieve a high strength geopolymer concrete under open air curing condition, 

considering various mix parameters ranging from aggregate content, alkali – binder ratio, sodium 

silicate – sodium hydroxide ratio and sodium hydroxide molarity. An optimum mix with formulation 

formula of 2.75SiO2 * Al2O3 * 0.55Na2O * 6.8H2O was obtained for metakaolin – based geopolymer 

concrete mix for open air curing. With the compressive strength results obtained and the insights into 

the effects of the selected mix parameters on the compressive strength of geopolymer concrete as a 

result of the analysis by Taguchi method, this method was found suitable for optimization of 

metakaolin – based geopolymer concrete mixtures.   
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ABSTRACT 
 

The protection of ecosystem and preservation of biodiversity through the approach of geospatial 

technology was the aim of this research. The channel was monitoring the spatial transformation of 

the Federal University of Technology, Akure, Nigeria between year 2002 and year 2018 using 

Satellite Remote Sensing and Geographical Information System techniques. Landsat 7 Enhanced 

Thematic Mapper (ETM) plus of year 2002, Landsat 8 Operational Land Imager (OLI) and 

Thermal Infrared Sensor (TIRS) of year 2014 and year 2018 all of 32m resolution were the satellite 

images obtained for the study. These images were processed with supervised maximum likelihood 

classification algorithm using ArcGIS 10.3 software. To validate the classification and ensure high 

accuracy, an accuracy assessment was performed using training samples from 60 points on each of 

the satellite imagery on a reference image from google earth combined with ground data collected 

on actual visitation to the study area to verify the true land-cover type existing on the site. The 

resultant images deemed fit for analyses were classified into built-up, thick vegetation, light 

vegetation and bare land, land cover classes.  Microsoft Excel spreadsheet was used to perform 

land cover area calculations through which the land cover dynamics and the spatial expansion 

were identified. The result showed built-up (13.58%, 14.59%, 20.75%); thick vegetation (33.78%, 

26.26%, 12.18%); Light vegetation (24.57%, 32.29%, 30.51%); Bare land (28.08%, 26.26%, 

36.56%) for the three years respectively. A special focus was put on the general depletion of the 

(thick and light) vegetation of which trees are a major actor. This depletion was adduced to the 

positive transformation of other land cover classes through the underlining landuse. The study 

concluded that alteration, depletion and consequent disappearance of trees in the green ecosystem 

is a threat to environment’s sustainability and the protection of ecosystem and preservation of 

biodiversity. The study recommended the research as a tool to controlling the removal of trees and 

thick forest, growing more trees and plants among other factors to protect ecosystem and preserve 

biodiversity. 

 

Keywords: Ecosystem, Geospatial Technology, Land cover, Land use, Satellite Images 

 
1.0. Introduction 

 

Jamie (2019), United Nations (2020) Szaro et al. (1998) affirmed the protection of the ecosystem and 

preservation of biodiversity as inevitable in the sustainability of the ever dynamic environment, and as 

an all-important concern of the global sustainable development agenda, thus requiring the attention of 

the research world. The duos are two inseparable twin-concern of the United Nation (UN) in the quest 

to transform the world by the year 2030 and beyond. According to Caballero (2016), the global 

Sustainable Development Goals (SDGs) or "2030 Agenda" (2015-2030) is a clarion call to all 

developing and developed countries to partner globally to achieve sustainable developments by the 

year 2030. The quest began as millennium development goals (MDGs) in 2000 and supposed to attain 

full achievement by 2015 (United Nations, 2015)
 
but got further extended as sustainable development 

goals (SDGs) to year 2030 (Caballero, 2016). In the environmental management part of these global 

goals; sustainable landscape development constitutes an important transition pathway to the SDGs 

(United Nations, 2017). Embedded in the sustainable landscape development are the inevitable 

protection of the ecosystem and the preservation of biodiversity (United Nations, 2020). Ogunlade 

(2018b; 2020a) attested that in the transition to and actualization of sustainable development goals the 
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Figure 1: False colour composite for each year of study 

 

Table 1: Landsat band combinations. 
Image 2002 (Landsat 7 ETM+) 2014 Landsat 8 (OLI/TIRS) 2018 Landsat 8  (OLI/TIRS) 

Spectral Band Combination 4,3,2 5,4,3 5,4,3 

Spectral Band Names NIR, Red, Green NIR, Red, Green NIR, Red, Green 

 

To further enhance visualization of features in the composite images, ESRI pan-sharpening method in 

ArcGIS 10.3 was performed on the composite images by fusing the higher-resolution panchromatic 

8
th
 band of each Landsat image with the low spatial resolution composite image. 

geospatial environment remains a major player. The environment is ever dynamic and the monitoring 

of the dynamics remains a crucial pathway in the transition (Ogunlade, 2018a).  Spatial dynamics 

according to Ogunlade (2019), Igbokwe et al. (2016) is an important factor in the sustainability of of 

the environment. The indicator of the dynamics of the environment is the land use land cover change 

(Lackey, 1998). Hence, through the measurement of the LULC transformation, spatial expansion are 

monitored thus the ecosystem and biodiversity are well managed. In the ecosystem, there is a 

communal systemic interaction between living organisms (plants and animals) and their environment 

non-living components. The interactions are mainly on the terrestrial or aquatic platforms. The 

terrestrial interaction can be in the form of green (forest, grassland), tundra, and desert ecosystems; 

while the aquatic platform is either in form of fresh water or marine ecosystems. Management of the 

ecosystem is a salient in getting the best of the natural resources. Ecosystem resilience and 

sustainability, and its constant evaluation are inevitable in its protection and in the preservation of 

biodiversity (Meffe et al., 2013; Szaro et al., 1998; United Nations, 2020). The role and supremacy of 

geospatial technology in measuring and monitoring the earth surface have become so germane in the 

modern days primarily due to advent of computers, advancement in technology through availability of 

sophisticated digital instrument and highly researched and innovated methodologies (Ogunlade, 

2020b). In-depth multifaceted discovery, large volume of data acquisition and management, speedy 

multipurpose transformation of data, diversified high level applications are some of the benefits of the 

involvement of geospatial technology in the management of the environment and the ecosystem 

(Oyinloye et al., 2018). Integration of Satellite Remote Sensing and GIS techniques has excelled in 

the recent times above conventional techniques for speed, coverage and unlimited reach Ogunlade 

(2018a, 2018b). Thus, this research premised on the rich profitability of geospatial technology to 

monitor and evaluate the protection of the green ecosystem and preservation of biodiversity from the 

view point of land use land cover dynamics of the study area. 

 

2.0. Methodology 

 

Satellite images of Ondo state (Landsat ETM+ 2002, Landsat OLI/TIRS 2014, and Landsat OLI/TIRS 

2018) downloaded from U.S. Geological Survey.; the boundary map of the study area from Surveying 

Department Federal University of Technology Akure Nigeria; and coordinates of ground control 

points through dual frequency Global Navigation Satellite System (GNSS) survey from the study 

area, were the materials obtained for the research.  The satellite imageries were all subjected to 

algorithms of geometric and radiometric correction in ArcGIS 10.3 software environment. The 

boundary map of the study area was in AUTOCAD format (.dwg file) and was converted to shape-file 

(.shp) in the ArcGIS 10.3 environment and used to clip out the study area from the satellite imagery. 

To enhance visualization of features in the imagery, creation of false colour composite images was 

performed using ArcGIS 10.3 (Figure 1) by the combination of Near Infrared (NIR), Red (R) and 

Green (G) bands of each imagery (Table 1). 
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The image classification was performed using supervised classification with maximum likelihood.  

The images were classified under the following four classes in Table 2. 

 

Table 2: Showing the LULC classes and description 
LULC classes Description 

Built up Areas Residential (staff quarters and student hostels), academic and administrative 

buildings, commercial centres, all other levels of housing  

  
Thick vegetation Heavy green areas, thick forest and trees. 

 
Light vegetation Grassland, horticultural gardens, farmlands, vegetated open spaces 

 Bare land Sand plains, non-vegetated areas (pavements, rocks, roads, open spaces) 

 

To validate the classification and ensure high accuracy, an accuracy assessment was performed to 

compare the classified image to what actually obtained on the ground. Training samples from 60 

points on the each of the satellite imagery were used on a reference image from Google earth 

combined with ground troth data collected on actual visitation to the study area to verify the true land-

cover type existing on the site. The ground troth data was compared with the classified image and it 

was discovered to have relatively matched with what was obtainable on the image. The high number 

of training samples was chosen due to the fact that the areal extent being studied is small, hence the 

need for more training sample to ensure a high accuracy of classification. The size of the study area 

helped in actual visitation for on-the-site verification. 

   

2.1. Land cover/use Area Calculation 

After image classification, the area covered by each LULC class was calculated with Microsoft Excel 

spreadsheet using the formula: 

  

𝐴 =
𝐶𝑡. 𝐶𝑠

2

10000
 (1) 

 

where:  

A Areal extent of each LULC class in Hectares 

Ct  COUNT, the number of pixels in a LULC class. The COUNT value for each class 

Table 3: Areal extent of LULC classes 
Year 2002 2014 2018 

LULC Type Areal extent 

(Ha) (%) (Ha) (%) (Ha) (%) 

Built Up 78.48 13.58 84.33 14.59 119.90 20.75 
Bare Land 162.25 28.08 151.76 26.26 211.25 36.56 
Thick Veg. 195.19 33.78 155.21 26.86 70.40 12.18 
Light Veg 141.98 24.57 186.59 32.29 170.33 30.51 
Total 577.89 100.00 577.89 100 577.89 100 

 

was obtained from the attribute table of the classified map.  

 CS   Cell size of the classified image for each year, which was 15m by 15m. 

 

3.0. Results and Discussion 

 

Four land cover classes were generated from the supervised image classification performed (Table 2). 

The areal extent for each land cover class in each year was calculated using Microsoft Excel 

spreadsheet and tabulated (Table 3). The corresponding landuse/landcover (LULC) maps were 

generated for the year 2002 (Figure 3), 2014 (Figure 4) and 2018 (Figure 5). The transformation that 

occurred within the LULC classes in the epochs of study was calculated (Table 4). 

 



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 67 - 75 

70                                                                                                                                                      Ogunlade, 2021                    

 

Table 4: LULC Transformations in two epochs 
Year 2002  2014  2018 

LULC Type Areal Extent 

(%) ∆% (%) ∆% (%) 

Built Up 13.58 1.01 14.59 6.16 20.75 

Bare Land 28.08 -1.82 26.26 10.3 36.56 

Thick Veg. 33.78 -6.92 26.86 -14.68 12.18 

Light Veg 24.57 7.72 32.29 -1.78 30.51 

 

 
Figure 3: Land use/Land cover map of FUTA in 2002 

 

 
Figure 4: Land use/Land cover map of FUTA in 2014 

 

 
Figure 5: Land use/Land cover map of FUTA in 2018 
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The transformation in the land cover classes for the two epochs in Table 4 showed that Built-Up and 

Bare Land classes had an appreciable gain of 7.17% and 8.48% respectively. These are all at the 

expense of the thick forest with an overall loss of 21.8%. Light vegetation has commenced depletion 

by 1.78% in the second epoch. The overall perception is shown in Figure 6 and the transformation of 

individual land cover class is shown in Figure 7. 

  

 
Figure 6: Overall view of the land cover transformation in the two epochs 

 

 
Figure 7: Individual land cover transformation 

 

Observation in Figure 7 showed that the green ecosystem (vegetation land cover) is suffering the 

overall loss. There was a reduction of the light vegetation to -1.78 between 2014 and 2018, a space of 

four years. Worse still the thick vegetation depleted by a lump sum of 14.68% within a space of four 

years! All these are ripple effect of positive transformation of other land cover through the underlining 

landuse
 
(Ogunlade 2018a). The ripple effect majorly affects the thick forest (trees) which are being 

lost at very alarming rate! 

   

3.1. Effect of vegetation (green ecosystem) loss on the Ecosystem and Biodiversity 

Szaro et al. (1998); Lackey (1998); Meffe et al. (2013) attested that humans are the life wire and the 

colour of the ecosystem. NC State University (2021), Precision Land Scape and Trees (2021), 

Keystone Ten Million Trees Partnership (2021) observed that plants are a carbon-sink in the 

ecosystem as they absorb carbon dioxide released by man and release oxygen that is highly needed for 

the survival of man.  According to the findings of Treepeople (2020), UNFAO (2016) research has 

shown that a single tree can absorb up to 150kg (330lb) of CO2 in a year. Thus plants reduce carbon 

emission. A deficiency in the plant-man carbon-sink flow amounts to danger for the man such as ill-

health, social vices, and even death. Russell (2014), Christopher (2019), Precision Land Scape and 

Trees (2021)   observed that man do experience more stress due to harsh weather as climate change 

are escalated by atmospheric pollutants.   

 

Absence of green ecosystem makes stress to sky rocket. Christopher (2019) revealed that from 

research into magnetic resonance imaging (MRI) scan, cities and natural features receives different 

perception in our brains. He explained that while cities are found in the part of the brain responsible 

78.48 84.33 
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for hostile environments, natural features are found in the part of the brain responsible for empathy 

and compassion. Thus, according to INSH (2018) the presence of the green ecosystem regulates the 

brain’s hostile perception of the city’s harsh environment in city inhabitants thereby cushioning the 

inevitable anxiety, depression and aggression in an already violent, de-stabilized world.  

 

The loss of the green ecosystem will make the city environment louder. Szaro et al. (1998); Lackey 

(1998); Meffe et al. (2013) attested that trees are good absorber of sound waves. Thus trees and green 

vegetation thus protect the ecosystem by attenuating the noise resulting from traffic and construction 

(United Nations 2020). 

  

Loss of the green ecosystem according to Treepeople (2020) and UNFAO (2016) exposes the whole 

ecosystem to direct sun’s rays resulting to severe temperature change. Bau-Show and Yann-Jou 

(2010) and Extension (2019) revealed that the ecosystem can be cooled by trees by as much as 45°F. 

Temperature change is a major actor in the sustainability of the ecosystem.   

  

Green ecosystem enhances the quality of fresh air (INSH 2018). Russell (2014); Christopher (2019); 

Precision Land Scape and Trees (2021) affirmed that trees supply oxygen which is major in the 

survival of not only man but many living organisms. Oregon Forest Research Institute (OFRI) (2020), 

Precision Land Scape and Trees (2021) and Russell (2014) observed that from research, a supply of 

oxygen from an acre of trees can sustain 18 people per day. Thus the quality of air drops where the 

green ecosystem is absent or depletes (INSH 2018, Extension 2019). 

 

Loss of green ecosystem affects the terrain. According to John (2010); NC State University (2021) 

and Treepeople (2020), trees are natural water filters. Trees and grasses filter heavy down pour and 

prevent free flow of storm water thus preventing topography hazards like erosion, landslides and 

flooding. Voichita (2005) with Treepeople (2020) and UNFAO (2016) agreed that trees protect the 

soil by absorbing the water that can cause increased run off resulting in higher mud and sediments 

getting into our water reserves thus making water becoming unsafe for drinking and contaminated for 

growing foods  

 

Olivia (2018) attested that green ecosystem brings a welcoming environment and that research has 

shown that there is more violence where there is less green economy. Recreation, relaxation and 

sports that take the mind from crime and many vices thrives more in green ecosystem like under trees, 

on green grassland etc. (INSH 2018). Thus, absence of green ecosystem is a breeding medium for 

crimes of all sorts (Olivia 2018).  

 

Green ecosystem boosts commerce and productivity. Oregon Forest Research Institute (OFRI) (2020), 

Szaro et al. (1998). Russell (2014), Precision Land Scape and Trees (2021) attested that research has 

shown that trees grow sales and that for instance, on tree-lined streets consumers shop longer and pay 

10% more for goods. Treepeople (2020) and UNFAO (2016) observed that people tend to be 

comfortable buying where there are trees, grassland than just open spaces. View of nature according 

to Christopher (2019) and INSH (2018) has been found to enhance health as workers who do not have 

a view of nature from their desks call in sick 23% more often.  

 

4.0. Conclusion   

 

Investigation of the depletion of the green ecosystem and its attendant consequences have been the 

platform upon which the possibility of the protection of the ecosystem and preservation of 

biodiversity was examined. The wellbeing of the ecosystem is a major factor in the achievement of 

the Sustainable Development Goals (SDGs), and the protection of the green ecosystem is vital to the 

survival of the rest ecosystem as it directly affect the man who is the main player in the survival. 

From the approach of geospatial technology adopted for the study, it was discovered that there was 

transformations in the land cover of the study area in the year 2002, 2014 and 2018 studied, and a 

corresponding glaring depletion of duo component the green ecosystem: the thick vegetation (33.78%, 

26.26%, 12.18%) and Light vegetation (24.57%, 32.29%, 30.51%). The transformation in the land 

cover classes for the two epochs  2002-2014 and 2014-2018 were examined and showed an 

appreciable gain of 7.17% and 8.48% for Built-Up and Bare Land classes respectively at the expense 

of the thick vegetation (forest) with an overall loss of 21.8%. Light vegetation was observed to 
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commence depletion by 1.78% in the second epoch. These depletion bears generally on the green 

ecosystem, and the trees are the major actor in the transformation. The alteration and depletion of the 

green ecosystem and the consequent disappearance of trees is observed to pose very gruesome threat 

on living and life in general. The sustainability of the environment has become questionable and 

doubtful, thus endangering the protection of the ecosystem and preservation of the biodiversity. 

Unstable sustainability of the environment does not guarantee a protected ecosystem or a preserved 

biodiversity (UNFAO 2020). 

 

Consequent upon the findings in this research and the corresponding grave consequences observed the 

study hereby recommend that the regulation and control of the removal of the green ecosystem 

(vegetation) around us should be taken with all seriousness so as to ensure a proper protection of the 

ecosystem and preservation of the biodiversity. The various consequence of the disappearance of trees 

should be avoided by the replacement of felled trees and strong afforestation. The ecosystem and 

biodiversity must be consciously protected and preserved. The soil and the terrain require great 

preservation from climatic conditions: direct heat from the sun, erosion, flooding and many natural 

and anthropogenic hazards of the environment. The negative consequences observed and envisaged 

must be avoided while the positive consequences should embraced at all governmental and most 

especially individual level. There is need for public education and awareness at all level on the 

protection of the ecosystem and the preservation of the biodiversity as a matter of urgency, spelling 

out in clear terms the implication and the benefits to mankind’s survival. 
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ABSTRACT 
 

The lack of truly reliable data for climate change analyses and prediction presents challenges in 

climate modeling. Needed data are required to be hydrologically/statistically reliable to be useful 

for hydrological, meteorological, climate change, and estimation studies. Thus, data quality and 

homogeneity screening are preliminary analyses. In this study, the homogeneity of the climatic data 

used for analyses of climate variability was conducted in the coastal region of Nigeria. Climatic 

Research Unit (CRU 0.5× 0.5) gridded monthly climatic data for sixty years (1956- 2016) for nine 

states of the coastal region of Nigeria obtained from internet sources were validated with the 

Nigerian Meteorological Agency (NiMet) data to assure adequacy for use. The data were tested for 

normality using the Shapiro-Wilk (S-W) test, D’Agostino-Pearson omnibus test, and skewness test. 

Four homogeneity test methods were applied to 257 locations in the nine states of the coastal 

region of Nigeria and they include Pettit’s, Standard Normal Homogeneity Test (SNHT), 

Buishand’s and Von Neumann Ratio (VNR) tests. The results of the validity analysis indicated that 

the CRU data are very reliable and thus justified their use for the further analysis carried out in the 

study. Also, the results obtained indicated that CRU climatic data series were normally distributed 

and parametric methods could be used in further analysis of the data. Rainfall data homogeneity 

was detected for Bayelsa, Delta, Edo, Lagos, Ogun, and Ondo states and inhomogeneity for Akwa 

Ibom, Cross Rivers, and Rivers States. Also, temperature data inhomogeneity was detected for all 

the states in the study area. 

 

Keywords: Climatic data, Normality, Homogeneity, Climate change, CRU 

 
1.0. Introduction 

 

Reliable and accurate estimates of climate are not only crucial for the study of climate variability but 

are also important for water resource management, agriculture, weather, climate, and hydrological 

forecasting (Sarojini et al., 2016). Unfortunately, there is the dearth of satisfactory climatic data in 

developing countries. The rain-gauge measurement is the traditional and oldest method for monitoring 

rainfall. However, because of the practical observational limitations, this measurement often suffers 

from numerous gaps in space and time, due to weather stations being limited in numbers and often 

unevenly distributed, resulting in missing data problem, a short period of observation, incomplete 

areal coverage, and deficiencies over most oceanic and sparsely populated areas (Kidd et al.,2017), 

thus making its use in climate change diagnostic studies less reliable in initial data processing and 

calibration problems of subjecting non-continuous rainfall and temperature data into the Water 

Balance and TREND software. This may arise as this software often recognizes only continuous data 

of long duration over fifty (50) years. Unfortunately, available data from NIMET either had missing 

data or are not up to 50 years in some locations. Often, this basic requirement for use is not met and 

the situation is compounded by sparse data coverage challenge in the region due to the few weather 

stations per state most of which are located in the airports. Studies have shown that a major constraint 

in climatic change research identified in the past is the lack of long-term climatic data on a temporal 

basis (Nnamchi et al., 2008).  Mitchel and Jones (2005) recommended that a large proportion of such 

data needs can be met through providing a standard set of ‘climate grids’, in terms of monthly 

variations over a century-long time scale on a regular high-resolution (0.5°) latitude-longitude grid.  
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The extensive application of data the CRU TS datasets for studying climatic variability has been used 

by converting climatic datasets into formats that are more commonly used and therefore can be 

directly utilized in GIS. In long-term modeling of climatic variability, the application of the CRU 

dataset is well documented. 

  

Data taken from the observation stations should be tested for reliability and homogeneity before their 

use in the research studies. Homogeneity testing is one of the most important analyses in climate-

related studies as it underpins the reliability of any inferences (Yozgatligil and Yazici, 2015). The 

accuracy and reliability of the model result in the studies about climate change, classification, flood 

and drought modeling, water resources planning and modeling related to hydrology and meteorology 

vary according to the quality of the data used. Inhomogeneous observation records may occur in the 

stations making meteorological observations unreliable due to the method used, the conditions around 

the station and the reliability of the measurement tool, etc. 

 

Homogeneous climate series may be defined as a series only influenced by the variations in climate. 

However, it is difficult to find reference stations with a high correlation and a homogeneous structure 

in wide regions. For this reason, the absolute method was used for the homogeneity test in our study 

owing to the high spatial variation of precipitation stations. The standard procedure is to apply four 

tests:  the Pettit, Standard Normal Homogeneity (SNH), Buishand (BR), and Von Neumann (VNR) 

tests at a significance level of 0.05 (Agha et al., 2017). The temperature series were tested using the 

annual mean temperature while the Precipitation series were tested using the annual mean rainfall. 

The use of derived annual variables avoided autocorrelation problems with testing daily series. 

 

There are some differences between SNHT, BRT, and Pettitt test. SNHT test is known to find change 

point towards the beginning and the end of the series, whereas BRT and Pettitt tests are sensitive to 

find the changes in the middle of a series (Martínez et al., 2009). These three tests are capable of 

detecting the year where a break occurs. Meanwhile, VNRT assumes the same null hypothesis as the 

previous three tests but for the alternate hypothesis, it assumes that the series is not randomly 

distributed. VNRT assesses the randomness of the series but does not give information about the year 

of the break. Homogeneity of consistency implies that all the collected hydrologic time series data 

belong to the same statistical population having a time-invariant mean. Therefore, the tests to check 

the homogeneity or consistency of the data series are based on evaluating the significance of changes 

in the mean value. To be accurate, the climate data used for long-term climate analyses, particularly 

climate change analyses, must be homogeneous. A homogeneous climate time series is defined as one 

where variations are caused only by variations in weather and climate. Unfortunately, most long-term 

climatological time series have been affected by several non-climatic factors that make these data 

unrepresentative of the actual climate variations occurring over time. 

 

Climate data homogenization aims to adjust observations, if necessary so that the temporal variations 

in the adjusted data are caused only by climate processes.  

 

2.0. Methodology 

 

2.1. Description of study area  

The study area is the coastal region of Nigeria. The area is geographically located between latitude 

4
o
N – 8

o
N and longitude 3

o
E – 9

o
E. Figure 1 presents the map of Nigeria showing the coastal region   

station coordinates of representative cities in the coastal region of Nigeria and other states details are 

presented in Table 1.  The Nigeria coastline which is about 853km long runs through nine states of 

Nigeria namely: Lagos, Ogun, Ondo, Edo, Delta, Bayelsa, Rivers, Akwa-Ibom and Cross River states, 

bordering the Atlantic Ocean. Nine stations, each from these states, were selected for representative 

coverage. Nigerian coastal zone experiences a tropical climate consisting of the rainy season (April to 

November) and dry season (December to March). High temperatures and humidity as well as marked 

wet and dry seasons characterize the Nigerian climate. The coastal areas have an annual rainfall 

ranging between 1, 500, and 4,000 mm. The coastline area is humid with a mean average temperature 

of 24 – 32
o
C (Kuruk, 2004). The coastal area is low lying with heights of not more than 3.0m above 

sea level and is generally covered by freshwater swamp, mangrove swamp, lagoon marshes, tidal 

channels, beach ridges, and sand bars (Nwilo and Badejo, 2006). 
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The station coordinates of representative cities in the coastal region of Nigeria and the map of the area 

are presented in Table 1 and Figure 1 respectively. 

 

Table 1: Station coordinates of representative cities in the coastal region of Nigeria and other states 

details 
S/N Coastal state Land Area (km2) Population  

density 

(Persons/km2) 

Selected city Longitude Latitude Years of 

available 

MIMET data 

1 Akwa-Ibom 8,421 466 Uyo 7.53oE 5.10oN 60 

2 Bayelsa 21,100 81 Yenogoa 6.26oE 4.92oN 60 

3 Cross Rivers 23,074 125 Calabar 8.20oE 4.57oN 60 

4 Delta 17,011 241 Warri 5.75oE 5.5oN 60 

5 Edo 15,650 206 Benin City 5.31oE 6.20oN 60 

6 Lagos 3577 (787 in 

water) 

2520 Ikeja 3.45oE 6.2oN 60 

7 Ogun 16720 223 Abeokuta 3.35oE 7.16oN 60 

8 Ondo 14769 233 Akure 5.5oE 7.15oN 60 

9 Rivers 11,225 462 Port Harcourt  7.10oE 4.4oN 60 

 

 
Figure 1: Map of Nigeria showing the coastal region 

[Source: Adapted from Office of the Survey General of the Federation (OSGOF)] 

 

2.2. Data collection/validation 

Climatic data collected were mean monthly rainfall and temperature for a period of 60 years (1956-

2017) for selected cities in the coastal region of Nigeria. Climate Research Unit (CRU 0.5× 0.5) 

gridded monthly climatic data for two climatic periods ((1956- 1986 and 1987-2016), obtained from 

the internet (http://badc.nerc.ac.uk), were sorted into annual rainfall series and validated with the 

Nigerian Meteorological Agency (NiMet) data obtained from Central Bank of Nigeria (CBN) website 

https://www.cbn.gov.ng/documents/Statbulletin.asp. The validation was carried out using the 

following goodness of fit statistics: Coefficient of Determination (R
2
), Nash-Sutcliffe Efficiency 

(NSE) and Ratio of Standard Deviation of observations to Root Mean Squared (RSR). These data 

series from 257 locations in nine states of the region were tested for normality and homogeneity. The 

value of R
2
 obtained is considered very good when its value is within the range of 0.75 < R

2
 ≤ 1 (see 

Table 2). The lack of truly reliable data is a problem that complicates the analysis of climate trends, 

increasing the challenges of related relevant research, hence data validation was done. 

 

https://www.cbn.gov.ng/documents/Statbulletin.asp
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Table 2: General validation rating used 
R2 

(adj R,)2 

RSR (-) K tau Validation 

rating 

MAPE 

(%) 

Validation 

rating 

 

Cp Capability 

0.75 ≤ R2 ≤ 1 0 < RSR ≤ 

0.5 

0.75 < K ≤ 1 Very Good 0 < 10 Highly 

accurate 

0 < 1 Incapable 

0.65≤ R2 ≤ 

0.75 

0.5 < RSR 

≤ 0.6 

0.65 < K ≤ 

0.75 

Good 10-20 Good 1 < Cp 

< 3 

capable 

0.5≤ R2 ≤ 

0.65 

0.6 < RSR 

≤0.7 

0.5 < K ≤ 0.65 Satisfactory 20-50 Reasonable 3 < Cp Very 

capable 

R2 ≤ 0.5 RSR > 0.7 K ≤ 0.5 Unsatisfactory > 50 Inaccurate   

 

Note that adjusted-R
2 

can have a negative value, unlike R
2
, which is always between 0 and 1. We also 

mentioned that adjusted-R
2 

is roughly equal to R
2
. Adjusted R-squared more than 0.75 indicates a very 

good value for showing the accuracy.  The interpretations of Kendall’s tau and Spearman’s rank 

correlation coefficient are very similar and thus invariably lead to the same inferences. 

 

2.3. Preliminary data analysis  

2.3.1. Descriptive statistics 

The descriptive statistics of annual rainfall time series which includes; minimum, maximum, range, 

mean, standard deviation, variance, standard error of the mean, kurtosis, and skewness with their 

standard error’s computations were implemented by using XLSTAT software. Basic equations for 

descriptive statistics are presented in Table 3. 

 

Table 3: Equations for descriptive statistics 
Statistical text Applicable formula Remark 

Mean �̅� = 
∑(𝑹)

𝑵
        It is obtained by adding together all the variates, ∑(𝑅) and 

dividing by the total number of variates, N. 

Standard Deviation 
Ϭ = √

∑(𝑹− �̅�)𝟐

𝑵
  

It is the square root of the mean-squared deviation of individual 

observations from their mean   Standard deviation. 

Variance Ϭ2 =  
∑(𝑹− �̅�)𝟐

𝑵
  

Coefficient of 

Variation 
Coefficient of variation, Cv = 

Ϭ

R̅

  

It is obtained by dividing the standard deviation of the data set 

by its mean. 

Determination of 

coefficient of 

variation 

𝐶𝑉 =
𝑆𝐷 𝑥 100

�̅�
 

 This is a measure of the variability of data 

Skewness α = 
𝟏

𝑵
 ∑(𝑹 − �̅�)3   Where R is a variate, 𝑅 ̅is the mean of the data set and N is the 

total number of variates. 

Kurtosis K = n 
∑ (𝑅𝑖−�̅�)4𝑛

𝑖=1

(∑ (𝑅𝑖− �̅�)2𝑛
𝑖=1 )

2               Kurtosis is the degree of peakedness of distribution, usually 

taken relative to a normal distribution. A distribution having a 

relatively high peak is called leptokurtic, while a curve that is 

flat-topped is called platykurtic. The normal distribution which 

is not very peaked or very flat-topped is called isocratic. 

 

2.3.2. Simple t-test 

This test is data-driven and provided a known change point. It was used to check the null hypothesis 

of whether equal means in two different periods are different (Mu et al., 2007).  The simple t-test 

assumes that the data are normally distributed. The relationship is expressed as follows: 

 

21

11

nn
S

yx
t






 

(1) 

   
2

11 2

22

2

11






n

snsn
S

 

(2) 

 

where �̅� and �̅� in Equation 1 stand for the means of the observed and simulated  data  respectively, 

while n1 and n2 are the numbers of  data in the observed and simulated  respectively, and S is the 

standard deviation of sample (of the entire n1 and n2 observations, n = n1 + n2). We considered the t 



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 76 - 90 

80                                                                                                                                                                          Agbonaye and Izinyon, 2021 

 

statistic test statistic and the degrees of freedom to determine the p-value. The p-value is the 

probability that a t statistic having n - 2 (22) degrees of freedom is very much greater than 1.725. 

Since this is a two-tailed test, "very much greater" means greater than 1.725 or less than -1.725. 

  

2.3.3. Test of normality 

Normality test, which was employed to determine whether the dataset could be described by a normal 

distribution, was carried out using Shapiro Wilk Test (SWT), D`Agostino-Pearson Test, and 

Skewness Test. This enabled data screening, outlier identification, description, assumption checking, 

and characterizing differences among sub-populations. 

 

The basic test of a hypothesis that guides in deciding on normality is stated as follows: 

Null hypothesis H₀: Data follow a normal distribution 

Alternative hypothesis H₁: Data do not follow a normal distribution 

 

The Shapiro-Wilk  
This test is one of the most popular tests for normality assumption diagnostics which has good 

properties of power and is based on correlation within given observations and associated normal 

scores. The Shapiro-Wilk test statistics derived by Shapiro and Wilk (1965) is as shown below: 

 

 

(3) 

  

where (i ) y is the i
th
 order statistics and Ia is the i-th expected value of normalized order statistics. For 

independently and identically distributed observations, the values of I can be obtained from the table 

presented by Shapiro and Wilk (1965) for sample sizes up to 50. W can be expressed as a square of 

the correlation coefficient between Ia and (i)y. So W is the location and scale-invariant and is always 

less than or equal to 1. In the plot of (i)y against I an exact straight line would lead to W very close to 

1. So if W is significantly less than 1, the hypothesis of normality will be rejected. Although the 

Shapiro-Wilk W test is very popular, it depends on the availability of values of Ia, and for large 

sample cases their computation may be much more complicated. 

  

 D’Agostino-Pearson Omnibus Test 

An alternative test of the same nature for samples larger than 50 was designed by D'Agostino (1973). 

 To assess the symmetry or asymmetry generally, skewness is measured and to evaluate the shape of 

the distribution kurtosis is overlooked. D’Agostino-Pearson (1973) test standing based on skewness 

and kurtosis test and these are also assessing through moments. The equation is given as: 
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where 
 1

2 bZ
 and 

 2

2 bZ
 are the normal approximation equivalent to 1b

 and 2b
 are sample 

skewness and kurtosis respectively. This statistic follows a chi-squared distribution with two degrees 

of freedom if the population is from a normal distribution. A large value 
2K  leads to the rejection of 

the normality assumption. 

   

For the skewness test, the skewness coefficient of a time series X(t) is estimated as follows (Karamouz 

et al., 2003): 
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Table 4.5 Descriptive statistics of annual Temperature, for different climatic Periods Contd. 

https://stattrek.com/Help/Glossary.aspx?Target=Degrees%20of%20freedom
https://stattrek.com/Help/Glossary.aspx?Target=P-value
https://stattrek.com/Help/Glossary.aspx?Target=Two-tailed%20test
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where N is the number of sample data and X is the sample mean for time series X(t). The skewness 

test is based on the fact that the skewness coefficient of a normal variable is zero. If the series is 

normally distributed, ˆS is asymptotically normally distributed with the mean of zero, variance of 6/N, 

hence, (1−α) ×100% confidence limit on skewness is defined as, 
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(6) 

 

where Z(α/2) is the (1−α/2) quantile of the standard normal distribution. Therefore, if ˆS falls within the 

limits of Eq.6, the hypothesis of normality cannot be rejected. The test is found to be reasonably 

accurate for N > 150. 

 

The Shapiro-Wilk (S-W) test, D’Agostino-Pearson omnibus test, and skewness values are also 

displayed as the output of descriptive statistic explained in the last section and the result is presented 

in Section 3.1.2. 

 

2.4. Data analysis 

 2. 4.1. Test for homogeneity 

Homogeneity tests help in assessing trend reliability and identifying suitable sub-periods for the 

analysis. Homogeneity test was carried out by use of Pettit’s test, Standard Normal Homogeneity Test 

(SNHT), Buishand’s test, Von Neumann Ratio which was implemented by the XLSTAT software. 

The basis of these tests corresponds to the alternative hypothesis of a single shift. For all tests, p-

values were being calculated using Monte Carlo resampling. Test of hypothesis would guide in taking 

a decision on from results of homogeneity on the tables. The hypothesis is stated as follows: 

 

Null hypothesis:            H0: Data are Homogeneous 

Alternative hypothesis:  Ha There is a date at which there is a change in the data   

 

Test interpretation: 

H0: Data are homogeneous 

Ha: There is a date at which there is a change in the data. The p-value shows that the null hypothesis 

is rejected; we can conclude that there is a shift between two parts of our time series. The associated 

pilot confirms this result. The SNHT test (Standard Normal Homogeneity Test) is usually applied to a 

series of ratios that compare the observations with an average. The ratios are then standardized. The 

null hypothesis are: H0: The obtained ratios follow an N(0,1) distribution. 

 

Since the p-value is very small, we reject the null hypothesis and thus conclude that there exists a shift 

in the time series. This result confirms the result of the first test. The Buishand’s test can be used on 

variables following any type of distribution. It is based on the null hypothesis: H0: The T variables 

follow one or more distributions that have the same mean. Since the p-value is very small, this 

hypothesis is rejected and the alternative hypothesis will be: there exists a time t from which the 

variables change of mean. Finally, the von Neumann ratio is based on the sum of the square’s 

differences between each pair of following time measures. The mean of this ratio is equal to 2 when 

the average of the time series is constant. The p-value is equal to 0.002, which leads us to reject the 

null hypothesis of homogeneity of the time series. This also confirms the preceding results. Von 

Neumann does not determine the time of change. 

 

When p is smaller than the specified significance level, e.g. 0.05, the null hypothesis is rejected. In 

other words, if a significant change point exists, and the time series was divided into two parts at the 

location of the change point. For all these four tests, if the test statistic exceeds the critical value at a 

certain confidence level, the null hypothesis will be rejected at that confidence level. 

 

The statistical analyses of every climatic time series must always be carried out for studying important 

time series characters, i.e., normality, homogeneity, seasonality, presence of trends and changes, etc. 
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2.4.2. Pettit’s test (Non-Parametric Rank Test)  

This test developed by Pettitt is a nonparametric test, which is useful for evaluating the occurrence of 

abrupt changes in climatic records (Smadi and Zghoul, 2006). One of the reasons for using this test is 

that it is more sensitive to breaks in the middle of the time series (Wijngaard et al., 2003).  Pettitt's 

test is a nonparametric test that requires no assumption about the distribution of data. Pettitt's test is an 

adaptation of the rank-based Mann-Whitney test that allows identifying the time at which the shift 

occurs. The statistic used for Pettitt’s test is computed as follows: The null and alternative hypotheses 

in this test are the same as in the Buishand test, and this test is also more sensitive to the breaks in the 

middle of the series (Costa and Soares, 2009). The ranks r1...rn of the Y1...Yn is used to calculate the 

statistics. 
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If a break occurs in year K, then the statistic is maximal or minimal near the year k = K: 
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2.4.3. Standard Normal Homogeneity Test (SNHT) 

SNHT is one of the most popular homogeneity tests in climate studies. The null and alternative 

hypotheses in this test are the same as in the Buishand test; however, unlike the Buishand test, SNHT 

is more sensitive to the breaks near the beginning and the end of the series (Costa and Soares, 2009). 

Alexandersson and Moberg (1997) proposed a statistic T(k) to compare the mean of the first k years of 

the record with that of the last (n – k) years: 

 

𝑇(𝑘) = 𝑘𝑧1
−2 + (𝑛 − 𝑘)𝑧2

−2 k = 1,2,….,n (9) 
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If a break is located at the year K, then T(k) reaches a maximum near the year k = K. The test statistic 

T0 is defined as: 
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The null hypothesis is rejected if T0 is above a certain level, which is dependent on the sample size.  

 

2.4.4. Buishand’s test (Parametric test) 

This test is used to detect a change in the mean by studying the cumulative deviation from the mean. 

It bases on the adjusted partial sums or cumulative deviation from the mean. According to Al-Ghazali, 

and Alawadi (2014) the null hypothesis is that the data are homogenous and normally distributed and 

the alternative hypothesis is that there is a date at which a change in a mean occurs. 

 

This test supposes that tested values are independent and identically normally distributed (null 

hypothesis). The alternative hypothesis assumes that the series has a jump-like shift (break). This test 

is more sensitive to breaks in the middle of the time series (Costa and Soares, 2009). The test 

statistics, which are the adjusted partial sums (Buishand, 1982), are defined as S0
* 
= 0   and 
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When series are homogeneous, the values of Sk* will fluctuate around zero because no systematic 

deviations of the Yi values concerning their mean will appear. Q-statistics: if a break is present in year 

K, then Sk* reaches a maximum (negative shift) or minimum (positive shift) near the year k = K. 
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R-statistics (Range Statistics) are, 
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Buishand (1982) gives critical values for Q and R for different data set lengths random values; the 

alternative hypothesis is that the values in the series are not randomly distributed. 

 

2.4.5. Von Neumann Ratio Test (Non-Parametric Test) 

Von Neumann proposed a nonparametric test where the statistic is defined as the ratio of the mean 

square successive (year-to-year) difference to the variance. The null hypothesis is that the data are 

independent, identically distributed random quantities and the alternative’ is that the time series is not 

randomly distributed. Under the null hypothesis of a constant mean, the expected value of the test 

statistic is equal to two. The von Neumann ratio test is not location-specific, which means that it gives 

no information about the date of the break. 

 

In this test, the null hypothesis is that the data are independent identically distributed. The von 

Neumann ratio N is defined as the ratio of the mean square successive (year to year) difference to the 

variance (von Neumann): 
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Hereafter, for each of the test descriptions, n is the data set length, Yi is the i
th
 element of the data set, 

is the mean value of the data set. When the sample is homogeneous the expected value is N = 2. If the 

sample contains a break, then the value of N tends to be lower than this expected value. If the sample 

has rapid variations in the mean, then values of N may rise above two (Klein, 2007). This test gives no 

information about the location of the shift. Critical values for N for different data set lengths. 

 

XLSTAT statistical software used a hypothesis testing method to detect homogeneity of the rainfall 

data. This software was used to execute the homogeneity analysis.  The results were categorized into 

three classes, which are useful, doubtful, and suspect according to the number of tests rejecting the 

null hypothesis. Based on an alpha value of 0.05 (95% significance level), for p-value bigger than 

alpha value, the series was considered to be homogeneous. 

 

3.0. Results and Discussion 

 

3.1. Test result for reliability of CRU data (preliminary data validation) 

The descriptive statistics of NiMeT  and CRU mean annual rainfall  and temperature are presented in 

Tables 4 and 5. Table 4 shows that the mean annual rainfall varies from 3074.098 mm in Bayelsa and 

1263.575 mm in Lagos. The standard deviation varies from 96.9369mm to 160.7266mm while the 

skewness and Kurtosis vary from 0.06751 to - 0.01484 and -1.61271 to -0.57684 respectively. These 

values of skewness and Kurtosis are indicative that the rainfall series approximate to normal 

distribution. 
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Table 4: Descriptive statistics of NiMeT  and CRU mean annual rainfall (1956- 1986 and 1987-2016) 
Climatic 

Station 

Climatic 

Data 

Mean 

mm  

SD 

mm 

Variance Min 

Mm 

Max 

mm 

Range 

mm 

Sum mm Skewness Kurtosis 

Akwa 
Ibom 

NIMET 377.4364 235.4844 55452.89 35 800.125 765.125 4151.8 0.201617 -0.78341 
CRU 236.5422 150.7492 22725.32 34.13 458.181 424.049 2838.5 -0.01484 -1.55418 

Bayelsa NIMET 237.1409 139.3913 19429.94 33.27 428.725 395.45 2608.55 -0.2039 -1.55741 

CRU 256.1748 160.7266 25833.04 45.39 464.289 418.903 3074.098 0.067378 -1.51304 
Cross 

River 

NIMET 257.3424 147.4242 21733.91 23 449.8 426.8 2830.767 -0.3454 -1.16572 

CRU 230.2533 153.8214 23661.02 22.58 448.109 425.52 2763.039 -0.0152 -1.61271 

Delta NIMET 176.484 120.079 14418.97 4.1 377.63 373.53 1941.33 -0.1477 -0.8333 
CRU 206.0484 142.8669 20410.94 25.08 404.26 379.176 2472.581 0.037337 -1.60228 

Edo NIMET 191.7341 128.3811 16481.72 0.55 413.375 412.825 2109.075 -0.04404 -0.74626 

CRU 170.348 117.3442 13769.66 16.55 335.84 319.286 2044.176 -0.09218 -1.60147 
Lagos NIMET 114.870 0.88266 5024.352 9.55 241.75 232.2 1263.575 0.443287 -0.58833 

CRU 136.2877 99.56 9912.54 15.364 331.068 315.70 1635.453 0.504882 -0.57684 

Ogun NIMET 114.7036 79.180 6269.618 2.86 209.74 206.88 12 -0.32077 -1.79549 
CRU 140.0217 96.9369 9396.777 13.88 280.636 266.76 1680.26 0.06751 -1.53347 

Ondo NIMET 119.3667 67.100 4502.435 0 221.5 221.5 1313.03 -0.50953 -0.46507 

CRU 167.3427 116.23 13509.37 17.12 344.131 327.013 2008.1 0.055487 -1.43844 
Rivers NIMET 215.2455 133.545 17834.28 20.35 344.1312 369.75 2367.7 0.039566 -1.66506 

CRU 246.76 154.04 23729.21 44.17 456.724 412.55 2961.13 0.030139 -1.58832 

 

Table 5: Descriptive statistics of NiMeT and CTU mean annual temperature (1956- 1986 and 1987-

2016) 
Climatic 

Station 

Climatic 

Data 

Mean 

mm  

SD 

mm 

Variance Min 

Mm 

Max 

mm 

Range 

mm 

Sum 

mm 

Skewness Kurtosis 

Akwa 
Ibom 

NIMET 27.074 1.0575 1.118 25.775 28.891 3.116 297.8 0.482552 -0.8468 
CRU 30.569 1.328 1.764 28.31 32.332 4.022 366.83 -0.32776 -1.00893 

Bayelsa NIMET 26.66 0.9298 0.864 25.4 28 2.6 293.3 -0.03137 -1.3631 

CRU 30.39 1.3242 1.7534 28.267 32.046 3.7786 364.717 -0.43492 -1.31231 
Cross 

River 

NIMET 26.86 1.1483 1.3187 25.24 28.77 3.525 295.46 0.242124 -0.92303 

CRU 30.562 1.431 2.0476 28.064 32.490 4.43 366.74 -0.33311 -0.85852 

Delta NIMET 27.45 1.1794 1.391 25.687 29.025 3.338 301.98 -0.2685 -1.1837  
CRU 30.579 1.561 2.438 28.077 32.501 4.42 366.95 -0.45921 -1.31496 

Edo NIMET 27.27 1.4263 2.035 25.068 29.068 4 300.05 -0.31898 -1.39383 

CRU 30.447 1.838 3.378 27.507 32.729 5.22 365.366 -0.40085 -1.34195 
Lagos NIMET 26.96 1.1604 -1.3419 25.2 28.6 3.4 296.6 -0.11815 -1.42984 

 CRU 30.597 1.629 2.6558 28.046 32.490 4.44 367.162 -0.43246 -1.4675 

Ogun NIMET 27.08 1.336 1.786 25.1 29.1 4 297.9 -0.02428 -1.2389 
CRU 30.81 1.856 3.444 27.826 33.063 5.24 369.73 -0.3822 -1.444 

Ondo NIMET 25.38 1.415 2.003 23.2 27.2 4 279.2 -0.26792 -1.38252 

CRU 30.664 1.8259 3.3339 27.746 32.949 5.20 367.97 -0.368 -1.391 
Rivers NIMET 27.017 0.972976 0.947 25.76 28.508 2.75 297.187 0.2653 -1.2259 

CRU 30.512 1.299 1.688 28.368 32.157 3.79 366.14 -0.3456 -1.1793 

 

The descriptive statistics of mean annual temperature (1956-2016), in the coastal region of Nigeria are 

presented in Table 5. The table was obtained by use of XL Statistic software as explained in Section 

3.3.1. The table shows that the mean annual temperature varies from 369.73°C in Ogun and 293.3°C 

in Bayelsa. The standard deviation varied from 1.856°C to 1.3242°C while the skewness and Kurtosis 

varied from -0.45921 to -0.32776 and -1.4675 to -0.85852 respectively. These values of skewness and 

Kurtosis are indicative that the rainfall series approximate to normal distribution. 

 

3.2. Result for differences in mean annual rainfall during the two climatic periods (simple t-Test) 

The results of values obtained from the computer output are presented in Table 6. The table depicts 

the values of the means in the two climatic periods in the states for which the Student t-test was used 

to establish if there were differences between them. The Pearson correlation, the number of 

observations (n) the degree of freedom (df = n-1) are shown. The computed t statistics, as well as the t 

critical for one tail and two-tail test, are also presented. 

 

The hypothesis is stated as follows: 

The null hypothesis is that there is no statistical difference in mean seasonal rainfall distribution 

between the NIMET and CRU data. The alternate hypothesis is that there is a statistical difference in 

mean seasonal rainfall distribution between the NIMET and CRU data: 

 

Null hypothesis H0: µ1= µ2 

While the alternative hypothesis is Ha: µ1≠ µ2 i.e. µ1 >.µ2 or µ1< µ2. 
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Hence, two-tail tests are used for the analysis. Based on the t statistic test statistic and the degrees of 

freedom, we determine the P-value. The P-value is the probability that a t statistic having 11 degrees 

of freedom is more extreme than 1.725. Since this is a two-tailed test, "more extreme" means greater 

than 1.725 or less than -1.725 i.e.  - 1.725 < T0 < 1.725. 

 

Table 6: Results of Simple t - test on comparison of NIMET and CRU data for rainfall 
Location Simple t-test (T0) 

Computed 

Df 

(n-2) 

Alpha P-value 

(Two tail) 

Decision 

AKWA IBOM 1.660 22 0.05 1.725 Cannot Reject Ho 

BAYELSA 0.295 22 0.05 1.725 Cannot Reject Ho 

CROSS RIVER 0.420 22 0.05 1.725 Cannot Reject Ho 

DELTA 0.523 22 0.05 1.725 Cannot Reject Ho 

EDO 0.406 22 0.05 1.725 Cannot Reject Ho 

LAGOS 0.429 22 0.05 1.725 Cannot Reject Ho 

OGUN 0.569 22 0.05 1.725 Cannot Reject Ho 

ONDO 1.181 22 0.05 1.725  Cannot Reject Ho 

RIVERS 0.511  22 0.05 1.725 Cannot Reject Ho 

 

Hence, there is no significant statistical difference in mean of seasonal rainfall distribution between 

the NIMET and CRU data at a significance level of 0.05. 

 

To determine the suitability/ adequacy of the CRU rainfall and temperature data for sixty-one years 

(1956-2017) for further analysis, the data were further subjected to validation with observed NIMET  

data covering the same period by comparison of their descriptive statistics using simple t test and the 

goodness of fit criterion such as Coefficient of Determination (R²), adjusted-R
2
, Mallows’ Process 

Capability (Cp), Kendall Tau (K tau), Root Mean Squared (RSR) and Mean Absolute Percentage 

Error (MAPE). This is shown in Table 7 and 8 for rainfall and temperature respectively. 

 

Table 7: Comparison between NIMET and CRU data for rainfall 
State R ² Rating Adj 

 R ² 

Rating K tau Rating RSR Rating MAPE Rating Cp Rating 

Akwa 
Ibom 

0.924 V.good 0.901 V.good 0.782 V.good 0.315 V.good 18.6 Good 2 OK 

Bayelsa 0.931 V.good 0.907 V.good 0.782 V.good 0.302 V.good 19.2 Good 2.8 OK 

Cross 
River 

0.935 V.good 0.912 V.good 0.801 V.good 0.293 V.good 30.3 R 2 OK 

Delta 0.865 V.good 0.83 V.good 0.818 V.good 0.41 V.good 66 I 2 OK 

Edo 0.890 V.good 0.867 V.good 0.709 V.good 0.369 V.good 23.48 R 2 OK 
Lagos 0.774 V.good 0.709 V.good 0.709 V.good 0.539 Good 44.79 R 2 OK 

Ogun 0.888 V.good 0.850 V.good 0.745 V.good 0.381 V.good 50 R 2 OK 

Ondo 0.882 V.good 0.869 V.good 0.782 V.good 0.362 V.good 15.37 Good 2 OK 
River 0.927 V.good 0.903 V.good 0.818 V.good 0.312 V.good 18.17 Good 2 OK 

R = Reasonable, I = Inaccurate, OK = capable or Reliable 
 

Table 8: Comparison between NIMET and CRU data for temperature 
State R ² Rating Adj R ² Rating K tau Rating RSR Rating MAPE Rating Cp Rating 

Akwa 

Ibom 

0.933 V.good 0.925 V.good 0.927 V.good 0.272 V.good 0.679 H 2 OK 

Bayelsa 0.954 V.good 0.949 V.good 0.891 V.good 0.225 V.good 0.588 H 2 OK 
Cross 

River 

0.973 V.good 0.97 V.good 0.964 V.good 0.173 V.good 0.523 H 2 OK 

Delta 0.949 V.good 0.94 V.good 0.891 V.good 0.227 V.good 0.659 H 2 OK 
Edo 0.976 V.good 0.973 V.good 0.855 V.good 0.165 V.good 0.634 H 2 OK 

Lagos 0.931 V.good 0.923 V.good 0.823 V.good 0.227 V.good 0.987 H 2 OK 

Ogun 0.946 V.good 0.94 V.good 0.844 V.good 0.244 V.good 0.772 H 2 OK 
Ondo 0.883- V.good 0.87 V.good 0.771 V.good 0.36 V.good 1.379 H 2 OK 

River 0.905 V.good 0.922 V.good 0.855 V.good 0.278 V.good 0.623 H 2 OK 

H = Highly Reliable, OK = capable or Reliable 
 

Tables 7 and 8 shows the values of R² obtained from the comparison. They range from 0.935 (Cross 

River) to 0.774 (Lagos) for rainfall and from 0.976 (Edo) to 0.883 (Ondo) for temperature. Following 

Table 2, the performance rating of R² is very good as 0.75 < R² ≤ 1. With the minimum value of 

0.77788 for both rainfall and temperature, the performance rating of R² in validating the CRU data is 

very good. 

 

The results of this validity analysis indicate that the CRU data obtained is very reliable and thus 

justified their use for the further analysis carried out in the study. 

https://stattrek.com/Help/Glossary.aspx?Target=Degrees%20of%20freedom
https://stattrek.com/Help/Glossary.aspx?Target=Degrees%20of%20freedom
https://stattrek.com/Help/Glossary.aspx?Target=P-value
https://stattrek.com/Help/Glossary.aspx?Target=Two-tailed%20test
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RMSE close to zero and R-Square value approaching 1 is indicative of high accuracy between 

observed and predicted values. Based on a rule of thumb, it can be said that RMSE values between 0.2 

and 0.5 show that the model can relatively predict the data accurately. 

 

Cp, processes capability sometimes referred to as Mallows’ Cp, shows whether the distribution can 

potentially fit inside the specification. Cp is an index used to assess the width of the process spread in 

comparison to the width of the specification. It is calculated by dividing the allowable spread by the 

actual spread. The allowable spread is the difference between the upper and lower specification limits. 

The actual spread is 6 times the estimated standard deviation. 

 

𝐶𝑝 = (𝑈𝑆𝐿 − 𝐿𝑆𝐿)/6𝜎 (16) 

 

Where USL and LSL are upper and lower specification limits, σ estimated standard deviation. 

 

3.3. Normality tests 

Three common normality tests were carried out, namely the Shapiro Wilk Test (SWT), D`Agostino-

Pearson Test, and Skewness Test. The results are presented in Tables 9 to 12. When the p-value is 

larger than the significance level, the decision is to fail to reject the null hypothesis because we do not 

have enough evidence to conclude that our data do not follow a normal distribution. The results 

indicate that the three normality tests were in agreement that rainfall series follow a normal 

distribution. Normal distribution assumption is very crucial for the reliability of results especially for 

parametric tests. The tables show values of test statistics, the p-values, and significant level alpha = 

0.05. It also provided for confirmation of normality as it indicated YES. To determine whether the 

data do not follow a normal distribution, we compare the p-value to the significance level. Usually, a 

significance level (denoted as α or alpha) of 0.05 works well. A significance level of 0.05 indicates 

that the risk of concluding the data do not follow a normal distribution—when the data do follow a 

normal distribution—is 5%. 

  

Table 9: Results of test for normality of spatial rainfall data (normality acceptable if -0.59 < s 

< 0.59) 
Location SHAPIRO WILK TEST (SWT) D`AGOSTINO-PEARSON TEST SKEWNESS TEST 

W STAT P value Alpha normal DA STAT P value alpha normal         S alpha  

Akwa 

Ibom 

0.93868 0.50511 0.05 YES 02.0182 0.36455 0.05 YES -0.01484 0.05 YES 

Bayelsa 0.91194 0.25706 0.05 YES 1.9496 0.3773 0.05 YES 0.067378 0.05 YES 
Cross 

River 

0.92222 0.33758 0.05 YES 2.438 0.2955 0.05 YES -0.0152 0.05 YES 

Delta 0.92559 0.36799 0.05 YES 2.2248 0.3287 0.05 YES 0.037337 0.05 YES 

Edo 0.92490 0.36169 0.05 YES 1.985 0.3706 0.05 YES -0.09218 0.05 YES 

Lagos 0.96089 0.7828 0.05 YES 0.5076 0.7758 0.05 YES 0.504882 0.05 yes 

Ogun 0.94230 0.54799 0.05 YES 1.9859 0.3704 0.05 YES 0.06751 0.05 YES 
Ondo 0.94946 0.63700 0.05 YES 1.4617 0.4815 0.05 YES 0.055487 0.05 YES 

Rivers 0,92684 0.37975 0.05 YES 2.2976 0.3170 0.05 YES 0.030139 0.05 YES 

 

Table 10: Results of test for normality of spatial temperature data (normality acceptable if -

0.59 < s< 0.59) 
Location SHAPIRO WILK TEST (SWT) D`AGOSTINO-PEARSON TEST SKEWNESS TEST 

W STAT P-value Alpha 

(α) 

Normal 

(p>α) 

DA 

STAT 

P value alpha Normal 

(p>α) 

        S alpha  

Akwa 
Ibom 

0.94954 0.66381 0.05 YES 1.2855 0.5258 0.05 YES -0.32776 0.05 YES 

Bayelsa 0.91966 0.3158 0.05 YES 2.5974 0.2729 0.05 YES -0.43492 0.05 YES 

Cross 
River 

0.95524 0.71132 0.05 YES 0.9932 0.6086 0.05 YES -0.33311 0.05 YES 

Delta 0.9069 0.2242 0.05 YES 2.7698 0.2503 0.05 YES -0.45921 0.05 YES 

Edo 0.9123 0.2594 0.05 YES 2.756 0.2520 0.05 YES -0.40085 0.05 YES 
Lagos 0.9080 0.23108 0.05 YES 3.009 0.2221 0.05 YES -0.43246 0.05 YES 

Ogun 0.9136 0.2689 0.05 YES 2.899 0.2346 0.05 YES -0.38228 0.05 YES  

Ondo 0.9143 0.274 0.05 YES 2.864 0.2387 0.05 YES -0.36835 0.05 YES 
Rivers 0.9593 0.7775 0.05 YES 1.094 0.5787 0.05 YES -0.34561 0.05 YES 

 

The five tests scored H0 for Edo, Lagos, Ogun, and Ondo state Rainfall data and Ha for Cross Rivers 

and Rivers States rainfall data. Three tests scored Ha and two tests scored H0 for Akwa Ibom rainfall 
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data. The average score could be considered as Ha. Also, three tests scored H0 and two tests scored Ha 

for Bayelsa and Delta States rainfall data. The average score could be considered as H0. 
 

Table 11a: Summary of homogeneity test for rainfall data (Pettit’s test and SNHT) 
State PETTIT'S TEST SNHT 

K-Value Year P-Value    T To-Value Year P-Value    T 

Akwa Ibom 321 1971 0.17 Ho 9.894 1969 0.020 Ha 

Bayelsa 243 1969 0.62 Ho 9.39 2011 0.032 Ha 

Cross River 618 198 0.00 Ha 21.44 1984 0.000 Ha 

Delta 258 1980 0.48 Ho 8.917 2012 0.038 Ha 

Edo 149 2011 0.32 Ho 3.429 2011 0.618 Ho 

Lagos 278 1970 0.36 Ho 7.883 1970 0.157 Ho 

Ogun 192 1986 0.83 Ho 4.131 1970 0.414 Ho 

Ondo 244 1986 0.54 Ho 3.033 1958 0.701 Ho 

Rivers 466 1980 0.00 Ha 14.12 1969 0.002 Ha 

 

Table 11b: Summary of homogeneity test for rainfall data (Bush and Von Neumann test) 
State BUISHAND TEST  VON NEUMANN 

Q-Value Year P-Value    T R-Value P-Value    T N P-Value    T 

Akwa Ibom 10.303 1971 0.04 Ha 11.94 0.065 Ho 1.26 0.002 Ha 

Bayelsa 6.616 2011 0.369 Ho 8.227 0.547 Ho 1.42  Ha 

Cross River 18.04 1984 0.000 Ha 18.043 0.000 Ha  0.000 0.00 Ha 

Delta 7.669 1999 0.216 Ho 9.617 0.238 Ho 1.284 0.002 Ha 

Edo 3.998 20.11 0.895 Ho 7.572 0.669 Ho 1.675 0.10 Ho 

Lagos 9.276 1970 0.062 Ho 11.842 0.028 Ha 1.679 0.088 Ho 

Ogun 6.715 1970 0.346 Ho 10.151 0.193 Ho 1.618 0.061 Ho 

Ondo 5.835 1986 0.509 Ho 8.625 0.452 Ho 1.655 0.098 Ho 

Rivers 13.33 1980 0.002 Ha 13.899 0.011 Ha 1.124 0.00 Ha 

 

Table 12a: Summary of homogeneity test for temperature data 
Location PETTIT'S TEST SNHT 

K-Value Year Trend To-Value Year Trend 

Akwa Ibom 652.00 1980 Ha 23.011 1980 Ha 

Bayelsa 708.00 1980 Ha 27.490 1980 Ha 

Cross River 648.00 1986 Ha 22.561 1980 Ha 

Delta 718.00 1980 Ha 28.073 1980 Ha 

Edo 708.00 1980 Ha  27.287 1980 Ha 

Lagos 630.00 1980 Ha 20.504 1980 Ha 

Ogun 642.00 1980 Ha 21.647 1980 Ha 

Ondo 684.00 1980 Ha 24.723 1980 Ha 

Rivers 688.00 1980 Ha 25.900 1980 Ha 

 

Table 12b: Summary of homogeneity test for temperature data 
Location BUISHAND TEST VON NEUMANN 

Q-Value Year Trend R-Value Trend N  

Akwa Ibom 18.357 1980 Ha 18.357 Ha 1.078 Ha 

Bayelsa 20.064 1980 Ha 20.064 Ha 0.995 Ha   

Cross River 18.177 1980 Ha 18.177 Ha 1.100 Ha 

Delta 20.278 1980 Ha 20.276 Ha 0.992 Ha 

Edo 19.990 1980 Ha 19.990 Ha 1.001 Ha 

Lagos 17.328 1980 Ha  17.418 Ha 1.134 Ha 

Ogun 17.805 1980 Ha 17.886 Ha 1.096 Ha 

Ondo 19.027 1980 Ha 19.027 Ha 1.016 Ha 

Rivers 19.475 1980 Ha 19.475 Ha 0.978 Ha 

 

Test interpretations of rainfall data continued 
Case 1 Case 2 

H0: Data are Homogeneous 

Ha: There is a date at which there is a change in the 

data. As the computed p-value is greater than the 

significance level alpha = 0.05, one cannot reject the 

null hypothesis H0. We have to accept the null 

hypothesis that the data is homogeneous 

H0: Data are Homogeneous 

Ha: There is a date at which there is a change in the 

data. As the computed p-value is lower than the 

significance level alpha = 0.05, one should reject the 

null hypothesis H0, and accept the alternate 

hypothesis Ha that the data is inhomogeneous 

 

3.3.1. Test interpretations of temperature data 

The five tests scored Ha for all the States in the study area for temperature data 
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H0: Data are Homogeneous 

Ha: There is a date at which there is a change in the data 

 

As the computed p-value (<0.0001) is lower than the significance level alpha = 0.05, one should reject 

the null hypothesis H0, and accept the alternate hypothesis Ha that the data is not homogeneous. 

 

CRU TS is not specifically homogeneous. Some National Meteorological Agencies (NMAs) 

homogenize their station observations, either before release or at a later stage (requiring a re-release). 

Therefore, many CRU TS observations have been homogenized (and also quality controlled) within 

each country. However, performing additional homogenization on the CRU TS databases would be 

complicated and not completely possible because of elements of the process, such as partly synthetic 

variables and the use of published climatology. The result obtained from homogeneity test is 

presented in Figures 2a to 2j and Table 13. 

 

  
Figure 2a: Lagos State rainfall Petitt test Figure 2b: Lagos State temperature Pettitt 

Test 

 

 

Figure 2c: Edo State rainfall Pettitt test Figure 2d: Edo State temperature Pettitt test 

  
Figure 2e: Cross River State rainfall Petitt test Figure 2f: Cross River  State temperature 

Pettitt test 

  
Figure 2g: Delta State rainfall SNHT test Figure 2h: Delta  State temperature SNHT 

test 
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Figure 2i: Akwa Ibom State rainfall Buishand’s test Figure 2j: Akwa Ibom  State temperature 

Buishand’s test 

 

Table 13: Summary of abrupt change result obtained from homogeneity test (Figure 2a to 2j) 
State Year of abrupt change for rainfall Year of abrupt change for temperature 

Akwa Ibom 1971 1980 

Bayelsa 2011 1980 

Cross River 1984 1986 

Delta 1980 1980 

Edo  2011 1980 

Lagos 1970 1980 

Ondo 1970 1980 

Ogun 1986 1980 

Rivers 1980 1980 

 

4.0. Conclusion 

 

The five homogeneity tests conducted indicated that CRU rainfall data for Bayelsa, Delta Edo, Lagos, 

Ogun, and Ondo states are homogeneous those for Akwa Ibom, Cross Rivers, and Rivers States are 

inhomogeneous. Also, the five homogeneity tests conducted indicated that CRU temperature data for 

all the States in the study area are inhomogeneous. 

 

National Meteorological Agencies (NMAs) homogenize their station observations, either before 

release or at a later stage (requiring a re-release). Therefore, many CRU TS observations have been 

homogenized (and also quality controlled) within each country. Hence, inhomogeneity observed may 

not be due to data quality but to climate variability and climate change. For temperature, the year of 

significant abrupt change was likely in 1980 where there were breakpoints. The study also indicated 

that 1980 was the driest year in Lagos state. 

  

References 

Agha, O. M.  A.,  Bağçacı, Ç.  S. and Şarlak, N. (2017).  Homogeneity analysis of precipitation series 

in North Iraq. IOSR Journal of Applied Geology and Geophysics, 5, pp. 57–63. 

 

Alexandersson, H. and Moberg, A. (1997). Homogenization of Swedish Temperature Data Part I: 

Homogeneity Test for Linear Trends. International Journal of Climatology, 17, pp. 25–34. 

 

Al-Ghazali, N. O. S. and Alawadi, D. A. H. (2014). Testing the Homogeneity Of Rainfall Records for 

Some Stations in Iraq. International Journal of Civil Engineering and Technology (IJCIET), 5, pp. 

76-87. 

 

Buishand, T. A. (1982). Some Methods for Testing the Homogeneity of Rainfall Records. Journal of 

Hydrology, 58, pp. 11-27. 

 

Costa, A. C. and Soares, A. (2009). Homogenization of climate data: review and new perspectives 

using geostatistics. Math. Geosci. 41, pp. 291–305. 

 

 D' Agostino, R. and Pearson, E. S. (1973). Test for departure from normality: Empirical results for 

the distributions of b2and -4131. Biometrika, 60, pp. 613-622. 

 



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 76 - 90 

90                                                                                                                                                                          Agbonaye and Izinyon, 2021 

 

Karamouz, M., Szidarovszky, F. and Zahraie, B. (2003). Water Resources Systems Analysis, Lewis 

Publishers, pp. 159-160. 

 

Klein, T. A. M., Zwiers, F. W. and Zhang, X. (2009). Guidelines on Analysis Adaptation. Geneva: 

WMO. 

 

Kidd, C., Becker, A., Huffman, G. J., Muller, C. L., Joe, P., Skofronick‐Jackson, G. and Kirschbaum, 

D. B. (2017). So, how much of the Earth's surface is covered by rain gauges? Bulletin of the American 

Meteorological Society, 98, pp. 69–78. 

 

Kuruk, P., (2004): Customary Water Laws and Practices:  Nigeria. Available at: 

http://www.fao.org/legal/advserv/FAOIUCNcs/Nigeria.pdf 

  

Ma, Z., Kang, S., Zhang, L., Tong, L. and Su, X. (2008). Analysis of impacts of climate variability 

and human activity on streamflow for a river basin in the arid region of northwest China. Journal of 

Hydrology, 352, 239-249. 

 

Martínez, M. D., Serra, C., Burgueño, A. and Lana, X. (2009). Time Trends of Daily Maximum and 

Minimum Temperatures in Catalonia (Ne Spain) for the Period 1975–2004. International Journal of 

Climatology,30(2), pp. 267–290. 

 

Mitchell, T. D. and Jones, P. D. (2005). An Improved Method of Constructing A Database Of   

Monthly Climate   Observations And Associated High-Resolution Grids. International Journal Of 

Climatology Int. J. Climatol. 25, pp. 693–712. 

 

Nnamchi, H. C., Anyadike, R. N. C. and Emeribe, C. N. (2008). Spatial patterns of the Twentieth 

Century mean seasonal precipitation over West Africa. Nigeria Journal of Space Research, 6, pp 89-

101. 

 

Nwilo, P. C. and Badejo, O. T. (2006). Impacts and Management of Oil Spill Pollution along with the    

Nigerian Coastal Areas. Administering Marine Spaces: International Issues, 119, pp. 1-15. 

 

Sarojini, B. B., Stott, P. A. and Black, E. (2016). Detection and attribution of human influence on 

regional precipitation. Nat. Clim. Change, 6(7), pp. 669–675. 

  

Shapiro, S. S. and Wilk, M. B. (1965). An analysis of variance test for normality (complete samples). 

Biometrika, 52, pp. 591–611. 

 

Smadi, M. M. and Zghoul, A. (2006). A Sudden Change in Rainfall characteristics in Amman, Jordan 

during the Mid 1950s. Am J Environ Sci 2(3), pp. 84–91. 

 

Wijngaard, J. B., Klein Tank, A. M. G. and Können, G. P. (2003). Homogeneity of 20th Century 

European Daily Temperature and Precipitation Series 23, pp. 679–692. 

 

Yozgatligil, C., Purutcuoglu, V., Yazici, C. and Batmaz, I. ( 2015). The validity of homogeneity tests 

for meteorological time series data: a simulation study, In Proceedings of the 58th World Statistics 

Congress (ISI2011), Dublin, Ireland. . http://2011.isiproceedings.org/ papers/950636.pdf (accessed 27 

March 2015). 

 

 

 

 

 

 

Cite this article as: 
Agbonaye A. I.

 
and Izinyon O. C. 2021. Evaluating the Quality of Spatial Data for the Analysis of Climate 

Variability in the Coastal Region of Nigeria. Nigerian Journal of Environmental Sciences and Technology, 5(1), 

pp. 76-90. https://doi.org/10.36263/nijest.2021.01.0236 

http://www.fao.org/legal/advserv/FAOIUCNcs/Nigeria.pdf
http://2011.isiproceedings.org/


 
 

 

Umar et al., 2021 91 

 

  

Nigerian Journal of Environmental Sciences and Technology (NIJEST) 

www.nijest.com 

ISSN (Print): 2734-259X    |    ISSN (electronic): 2734-2603 

Vol 5, No. 1 March 2021, pp 91 - 101 

 

 

Storage Moduli of in situ Polymerised and Melt Extruded PA6 

Graphite (G) Composites 

     Umar M.
1
, Ofem M. I.

2,
*,

 
Anwar A. S.

1 
and Usman M. M.

3 

1
Department of Chemical Engineering, Kaduna Polytechnic, Kaduna State, Nigeria 

2
Department of Mechanical Engineering, Cross River University of Technology, Calabar, Nigeria 

3
Department of Chemical Engineering, Federal Polytechnic, Nasarawa, Nigeria 

Corresponding Author: *michaeliofem@crutech.edu.ng 

 

https://doi.org/10.36263/nijest.2021.01.0252 

ABSTRACT 
 

Four PA6/graphite (G) composites systems were made. Two in situ polymerisation equivalent in 

mixing strain and two melt extrusion of equivalent processing strain. The effective modulus of the 

carbons, room temperature storage modulus and storage modulus at 80 ⁰C were evaluated using 

Dynamic Mechanical and thermal Analysis (DMTA). Melt processing, was employed to make 

PA6/carbon composite systems over a range of loadings of Graphite (G) and Graphite Nano 

Platelets (GNP) fillers. Melt extrusion was carried out using 100/6 processing condition, which 

indicates an extrusion screw rotation frequency of 100 rpm applied for 6 minutes (min) and 200/3 

processing conditions, of 200 rpm for 3 min.  For in situ polymerised systems G and GNP 

dispersion was made using two similar conditions designated as 40/10 and 20/20. Here, 40/10 

indicates that sonication amplitude of 40% was applied for 10 min, whereas in the 20/20 

conditions, amplitude of 20% was applied for 20 min. For in situ Nano P INP 40/10 systems weak 

interaction between PA6 and GNP is indicated by the very low modulus enhancement above glass 

transition temperature (𝑇𝑔). The modulus behaviour shows that the reinforcement provided by GNP 

is not significant relative to unfilled PA6, despite the low loading levels. A similar, but less 

pronounced, behaviour is observed for INP 20/20 system. Effective modulus for the in situ 

polymerised systems INP 40/10, was 4.8 GPa.  Due to the low loading level of GNP used and the 

better reaction rates, an extrapolated modulus of 22.4 GPa is obtained in the INP 20/20 system. 

For G200/3 and G100/6 the trend of increasing modulus with GNP loading is not followed exactly. 

On all levels of loading, the relative modulus values of the INP 20/20 system are higher than those 

of the 40/10 system, a reflection of retention or improvement in the aspect ratio of the GNP due to 

less intensive sonication. 

 

Keywords: In situ-polymerisation, Melt-extrusion, Effective-modulus, Storage-modulus 

 
1.0. Introduction 

 

Carbon can be used in different forms. Carbon Fibres, micro-particulates and nano-particulates are the 

common forms of carbon. To improve existing properties of carbon or develop an entire new 

properties, different processing techniques; melt, solution or in situ polymerisation can be applied 

(Keledi et al., 2012; Sengupta et al., 2011; Supova et al., 2011). The size-scale and structure of a 

particulate carbon are very important as these control the inherent properties. The dimensionality of 

the particulate carbon determines the structure in addition to whether it is pristine or modified. 

Different dimensional (1, 2 or 3) structures of Particulate carbon fillers create room for wide range of 

alternatives for making carbon composites. Particulate carbons thus, provide a variety of carbon fillers 

suitable for polymer composites and whose basic building block is the graphene sheet. 

  

The selection of an appropriate processing technique to make particulate carbon composites using 

well dispersed or percolated carbon filler will lead to desired properties. Properties such as light, 

weight and toughness may be maintained in addition to the good mechanical and electrical 

conductivity. The processing techniques determines the state of the filler in the composite following 

compounding; including dispersion - how well the filler is reduced down to its primary particles and 

mailto:michaeliofem@crutech.edu.ng
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distribution - the distance between neighbouring filler particles within the composite and how well the 

positions of the particles are randomised. Poor compounding frequently lead to agglomeration of filler 

displaying lower aspect ratio and surface area to volume ratio. 

  

Graphite (G), whether synthetic or natural, is mostly polycrystalline or granular. Due to anisotropy 

(Howe, 1952) properties graphite exhibits metallic and non-metallic properties concurrently (Wissler, 

2006). Howe (1952) described G as highly polycrystalline and anisotropic due to the difference 

between covalently bonded in-plane carbon networks and out-of-plane weak van der Waals forces 

(Sengupta et al., 2011). This makes it possible for small molecules to intercalate into the G galleries 

(Celzard et al., 2005) and also results in G being non-conductive out-of-plane since the layers in the 

stack are held only by weak van der Waals forces (Howe, 1952). The in-plane properties of G makes 

it stronger than diamond (Sengupta et al., 2011), semi-conductive, as well as thermally and 

electrically conductive. 

 

This is why G is used for making polymer composites that are electrically (Clingerman 2001; 

Clingerman et al., 2002) and thermally (Weber et al., 2003; Miller et al., 2006) conductive. In 

contrast, the weak attraction out-of-plane has produced wide application for G as a solid lubricant. 

Therefore, polymer/G composites are specifically used in abrasion related applications regarding wear 

(Kang et al., 2003), tribology (Horský et al., 2001) and in evaluating performance of nanosized 

particulate carbons in polymer composites where G mainly serves as a control (Ramanathan et al., 

2007; Debelak and Lafd, 2007). Despite the low cost of G, its limited use in advanced polymer 

composites perhaps has to do with its high density, 2.26g/cm
3
 (Sengupta et al., 2011) and very low 

aspect ratio (1.68-1.7) (Heiser et al., 2004) which may necessitate the use of higher loadings. 

  

In the graphene family, graphite nano platelets (GNP) is widely employed because of its 2D structure, 

reasonably high aspect ratio (about 1500 (Kalaitzidou et al., 2007; Fukushima et al., 2006), high 

surface area (theoretically between 2630-2965m
2
/g (Viculis et al., 2005) and chain segment 

constraining ability. Due to this, GNP have the potential to improve or induce multiple functions in 

polymers, such as a combination of improved barrier, mechanical, thermal and electrical functions, 

whilst at the same time retaining light weight and transparency (Li et al., 2011). However, the transfer 

of these properties to the matrix depends strongly on dispersion level, interaction and maintaining the 

size and shape of the GNP after processing (Sadasivuni et al., 2014).  It is also possible to improve the 

aspect ratio of GNP by further exfoliation using techniques such as intercalation followed by 

polymerisation, oxidation, heat treatments and sonication. This will make GNP production cost 

effective compared to other nanocarbon fillers (Li et al., 2011). 

 

Two graphitic platelet-structured carbon fillers were used in this research, graphite (G) an example of 

micro-scale filler, and graphite nanoplatelets, (GNP) comparative nano-scale filler. The size scale of 

the fillers is considered in fixing the level of loading with that of the GNP-based nanocomposites 

being an order of magnitude lower than that of the G-based microcomposites. This is considered to be 

a better basis for comparison against the traditional (Ramanathan et al., 2007) same-weight 

comparison. The same weight comparison disregards the scale of interaction occurring in these 

diverse systems due to the significant disparity in surface area and aspect ratio between the two fillers. 

The disparity has significant implications for polymer/filler interactions and the property changes 

expected relative to the unfilled polymer matrix. The class of polymer matrix available to be selected 

from include the thermosets, elastomers or thermoplastics (amorphous or semi-crystalline) but this 

study is concerned with polyamide-6 (PA6)/particulate carbon composites. The semi-crystalline 

nature of PA6 and its strong intermolecular hydrogen bonding confers on it properties which suits 

applications such fibre, film and injection mouldings for engineering applications. In addition, its 

formation via ring-opening polymerisation provides the opportunity for processes such as casting, 

reaction injection moulding and vacuum-infusion of continuous fibre composites (all of which 

provide opportunity to construct complex shapes directly) (Van-Rijswijk et al., 2006). 

 

Melt processing, which still maintains a lead in the commercial production of polymeric composites 

(Hussain et al., 2006), was employed using a twin-screw extruder, TSE, (Thermo-Haake Minilab) to 

make PA6/carbon composite systems over a range of loadings. Melt extrusion was carried out using 

100/6 processing condition, which indicates an extrusion screw rotation frequency of 100 rpm applied 

for 6 minutes (min) and 200/3 processing conditions, of 200 rpm for 3 min.  For in situ polymerised 
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systems G and GNP dispersion was made using two similar conditions designated as 40/10 and 20/20. 

Here, 40/10 indicates that sonication amplitude of 40% was applied for 10 min, whereas in the 20/20 

conditions, amplitude of 20% was applied for 20 min. Comparing the acquired properties between 

melt extruded and in situ polymerised polymer/filler composites is not new (Tung et al., 2005), but 

here the comparisons are more extensive.  

 

2.0. Methodology 

 

2.1. Materials  

Pristine commercial grade PA6 was donated by Akulun Germany. The monomer Epsilon Caprolactam 

(C6H11NO, coded as EC) was purchased from Sigma-Aldrich, with purity level of 99% and a 

molecular weight of 113.16. Pristine PA6 and EC were vacuum dried overnight at 50°C before usage 

which adequately removed moisture. Methyl Magnesium Bromide (coded as MMB, molecular weight 

119.26,) is a Grignard catalyst precursor which forms the catalyst, (Caprolactam Magnesium Bromide 

(CMB)) in situ, was purchased Fisher Scientific as a 100ml bottle containing a 3.0M solution of 

MMB in diethyl ether. Activator or co-catalyst, is a mono-functional Nacetylcaprolactam (C8H13NO2, 

coded as NAC), supplied by Sigma-Aldrich with purity of 99% and molecular weight of 155.19. 

Graphite Filler: Synthetic graphite, (coded as G) is ≤ 2µm in particle size was supplied by Sigma-

Aldrich. Graphite Nano-Platelets: GNP-15, (coded as GNP) with surface area 107±7m
2
/g, diameter of 

15µm, aspect ratio of 1500 and density of 2g/cm
3
  was bought from XG-Sciences, UK. Prior to use G 

and GNP were kept overnight in an oven at 160°C. 

 

2.2. Method 

Details of experimental procedure for making the composites can be found elsewhere (Umar et al., 

2020). Since storage modulus is obtained using Dynamic Mechanical and thermal Analysis (DMTA). 

DMTA is used to investigate the viscoelastic behaviour of polymers and composites by subjecting the 

test specimens to a dynamic sinusoidal stress or strain within a temperature range, a time frame or a 

frequency range. Melt processing, was employed to make PA6/carbon composite systems over a 

range of loadings of G and GNP fillers. Melt extrusion was carried out using 100/6 processing 

condition, which indicates an extrusion screw rotation frequency of 100 rpm applied for 6 minutes 

(min) and 200/3 processing conditions, of 200 rpm for 3 min.  For in situ polymerised systems G and 

GNP dispersion was made using two similar conditions designated as 40/10 and 20/20. Here, 40/10 

indicates that sonication amplitude of 40% was applied for 10 min, whereas in the 20/20 conditions, 

amplitude of 20% was applied for 20 min. A TA Instruments Q800 dynamic mechanical analyser was 

used to determine the thermo-mechanical responses.  Specimens (approximately 5.00 x 1.55 x 

17.50mm) were cut from within the gauge length of injection moulded dog-bones made using Haake 

Minilab injection moulding machine.  At least 3 specimens were tested for each material.  The 

specimens were tested using single cantilever mode and applying a Poisson’s ratio of 0.35 for PA6 

and its composites.  The tests were carried out using a temperature ramp/frequency sweep in multi-

frequency- strain operation mode, at a strain rate of 0.2%, and a temperature ramp of 3° C/min within 

the region of 0-200°C. Five carbon loadings were made at equivalent incremental steps. For the micro 

composites, a G loading of 5-25 Wt.% was used and for GNP composites, 0.5-2.5 Wt.% were used. 

 

3.0. Results and Discussion 

 

3.1. Storage modulus of the INP 40/10 and INP 20/20 systems  

Weak interaction between PA6 and GNP is indicated by the very low modulus enhancement above Tg 

as can be seen in Figure 1a and 1b and from Table 1 (modulus at 80°C). Although it is understood that 

the matrix-filler interaction is weak this may be compensated to some extent by the large surface area 

available with GNP-15 (Keledi et al., 2012), the wetting EC provides on GNP and any intercalation of 

EC between the carbon sheets (as established for EG (Pan et al., 2000). However, the modulus 

behaviour in Figure 1a shows that the reinforcement provided by GNP is not significant relative to 

unfilled PA6, although the loading levels are low. A similar, but less pronounced, behaviour is shown 

in Figure 1b. 
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Figure 1: Storage modulus (E’) versus temperature data for (a) INP 40/10 system where 40% 

indicates amplitude of sonication for 10 min and (b) for INP 20/20 system where 20% indicates the 

amplitude of sonication for 20 min. (INPs 40/10 (labelled-1) and INPs 20/20 (labelled-2) systems) 

 

From Table 1, there appears to be slightly higher storage modulus reinforcement with the INP 20/20 

system, probably due to better retention of the aspect ratio of the GNP. Attaining only low levels of 

modulus reinforcement with GNP loading has occurred with other systems, using epoxy and HDPE 

matrices (Pan et al., 2000; King et al., 2013) with the loading level used exceeding that of the present 

study. The fluctuation in E25 is attributed to effect of the diluents left after polymerisation especially 

in INP 40/10 system. This leads to a very poor effective modulus of GNP in INP 40/10 system of 

4.8GPa after excluding the lowest modulus data of 1.9GPa corresponding to 2.0 GNP wt. % loading. 

However, due to the low loading level of GNP used in the present work and the better reaction rates in 

the INP 20/20 system, an extrapolated modulus of 22.4GPa is obtained. This value is higher by an 

order of magnitude relative to the 7.5GPa and 8.8GPa estimated for the IG 40/10 and IG 20/20 

systems, respectively. The highest filler effective modulus for GNP occurs with the 20/20 processing 

regime. This may still reflect the influence of the aspect ratio of the smaller GNP particles since mild 

sonication with 20% amplitude for 20 min. may fragment the GNP particles such that its high aspect 

ratio is maintained. Direct horn sonication (Penu et al., 2010) (as used in present work) for only 10s 

was reported as sufficient to disperse CNT in molten EC and lowering in the rate of reaction was 

dependent both on exposure time and sonication amplitude. Some studies (Kalaitzidou et al., 2007; 

Fukushima et al., 2006) ascribe better mechanical property enhancement to smaller GNP fillers. 

However, in these synthesis systems, maintaining higher aspect ratio is expected to be a plus for 

mechanical property gains; whereas extrusion may cause folding, buckling and rolling of GNP-15 

while GNP-5 maintains its lateral structure. Although higher aspect ratio is meant to be an advantage 

in terms of reinforcement, GNP-15 has been shown to be more flexible and easier to fold 

(Vadukumpully et al., 2011) which leads to loss of the original aspect ratio, shape and probably 

dimensionality. This event is more likely to occur in melt mixing processing. Extending similar 

extrapolation to the work by Ramanathan et al. (2007) on PMMA/GNP, where high modulus 

enhancements were obtained alongside increased Tg, the effective modulus of GNP is 42.9GPa 

almost double what obtains here, (22.4GPa). The work of Vadukumpully et al. (2011) gave effective 

modulus of GNP of 65.8GPa which almost triples the best obtained in the present study in the INP 

20/20 system. Notwithstanding, these results shows that the potential for impressive modulus 

improvements of PA6/GNP nanocomposites can be improved by tackling issues of dispersion, 

uncontrolled fragmentation (in the case of in situ polymerisation) and balancing up with optimised 

amounts of catalysing species to maintain high monomer conversion. Besides in the mentioned 

studies (Ramanathan et al., 2007; Vadukumpully et al., 2011) solution blending which ensures better 

retention of filler morphology was used. Additionally, Vadukumpully et al. (2011) modified the 

particle/polymer interaction to an organic/organic type which informs the greater interaction 

observed. 
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Table 1: DMTA data for composites in the INP 40/10 (labelled-1) and INP 20/20 (labelled-2) systems 

GNP in situ polymerised E’ at 25° C MPa E’ at 80°C MPa T g °C (DMTA) 

PA6s 2224±179 440±39 49.3±1.5 

0.5NPs-1 2355±393 446±16 50.0±0.9 

1.0NPs-1 2160±47 465±29 52.8±1.6 

1.5NPs-1 2354±194 538±35 53.8±1.3 

2.0NPs-1 1917±248 434±63 51.3±2.3 

2.5NPs-1 2305±18 543±17 51.8±1.6 

0.5NPs-2 2348±185 499±46 60.2±0.3 

1.0NPs-2 2311±148 495±51 58.2±0.8 

1.5 NPs-2 2598±113 543±36 54.3±0.2 

2.0NPs-2 2497±157 550±36 56.5±1.8 

2.5NPs-2 2784±54 613±10 52.8±1.3 
 

3.2. Storage modulus of the NP 200/3 and NP100/6 systems  

Modulus versus temperature data for the GNP based melt processed system is shown in Figure 2a and 

2b while the derived data are presented in Table 2. Compared to the synthesized systems (Section 

3.1), it can be seen that the trend of increasing modulus with GNP loading is not followed exactly 

though there is some resemblance. The major difference between the two systems is the grouping of 

Tg in A and its broad division into two groups in B, which was discussed previously in Section 3.1. 
 

 
Figure 2: Storage modulus (E’) versus temperature data for (a) NP 200/3 (screw speed of 200 rpm for 

3 min) and (b) NP 100/6 (screw speed of 100 rpm for 6 min) systems. (NPM 200/3 (labelled-1) and 

NPM 100/6 (labelled-2) systems) 
 

Table 2: DMTA derived data for composites in NP 200/3 (labelled 1) and NP100/6 (labelled 2) 

systems 

GNP melt extruded nanocomposites E’ at 25 ° C MPa E’ at 80° C Tg° C (DMTA) 

PA6M-1 2066±50 461±39 58.2±4.2 

0.5NPM-1 2069±78 454±26 54.7±0.3 

1.0NPM-1 2371±223 539±42 54.2±0.3 

1.5NPM-1 2154±10 502±36 55.7±0.0 

2.0NPM-1 2338±120 579±29 56.5±0.9 

2.5NPM-1 2357±141 591±24 56.3±0.6 

PA6M-2 2124±126 562±21 67.7±0.6 

0.5NPM-2 2104±121 558±30 66.7±0.6 

1.0NPM-2 2207±83 531±74 65.0±1.7 

1.5NPM-2 2240±54 527±10 64.7±0.6 

2.0NPM-2 2357±40 533±9 63.0±1.0 

2.5NPM-2 2500±151 572±17 60.8±0.8 
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3.3. Room temperature storage moduli (E25) of the INP 40/10 and INP 20/20 systems  

The INP 40/10 system shows no significant changes in E25 for the nanocomposites relative to unfilled 

PA6 as shown in Figure 3a. However, it is observed, that 1.5NP-1 nanocomposite has the highest Tg 

and E25, which relate to their higher reaction rate that raises the number of reaction activation sites 

(Van-Rijswijk et al., 2006) and eventually leads to increased crystallinity and modulus. E25 drops at 

2.0 NP wt. % loading and rises again at 2.5GNP wt. % loading in both the INP 40/10 and INP 20/20 

systems. This reflects the dynamics of mixing (stirring and dispersion by sonication) imparted on the 

GNP particles as its loading level increases in molten EC. The efficiency of dispersion by sonication 

is not independent of loading (Hielscher, 2005) and the extent of particle deagglomeration, dispersion 

and fragmentation attained depends on the mixing dynamics. Therefore, the mechanical properties of 

nanocomposites reflect the dispersed state and the interfacial contact (Gao et al., 2006) with the 

polymer. In addition, processing using in situ polymerisation without washing to remove remnants of 

catalysing species or unconverted EC means that plasticization cannot be entirely ruled out. 

  

The INP 20/20 system shows higher E25 values relative to the INP 40/10 system due to better wetting 

of GNP by EC and retention of the GNP aspect ratio. When composites of parallel loading are 

compared (Table 1), a semblance of a pattern is seen with nanocomposites in the INP 40/10 system 

reflecting the stepping-up of the mole % of catalysing species, thus preventing the fall in rate of 

reaction. It is possible to improve the physical properties of PA6 by changing the catalysing specie 

concentrations (Tüzün, 2008). However, the effective modulus of GNP filler in INP 20/20 system 

estimate as 22.4GPa and that of INP 40/10 system being only 4.8GPa probably indicates poor GNP 

morphology and aspect ratio of the GNP (due to the sonication condition applied). The effective GNP 

modulus value of 22.4GPa for INP 20/20 is in the same order of magnitude with that of GO (32GPa) 

and GNP (42GPa) measured in the tensile mode (Dikin et al., 2007) However, the effective modulus 

of GNP in INP 20/20 system is much lower than the theoretical value of 1TPa reported for pristine 

graphene (Geim and Novoselov, 2007). The value is, notwithstanding, higher than the values 

estimated for G in all the G based systems. 

 

Figure 3: Room temperature storage modulus in (a) INP 40/10 and (b) INP 20/20 systems. INP 40/10 

indicates 40% amplitude of sonication for 10 min and INP 20/20 indicates 20% amplitude for 10 min 

 

3.4. Room temperature storage moduli (E25) of the INP 200/3 and INP 100/6 systems  

Figure 4 presents the E25 of the PA6/GNP melt extruded systems. Unlike in the synthesized system, 

in both systems the standard deviation bars from 2.0NP wt. % loading do not overlap with the two 

unfilled PA6 matrices. In Figure 4a for INP 200/3 system, with the exception of 0.5 GNP wt. % 

loading, all other loadings show higher average modulus compared to unfilled PA6. This probably 

indicates that the rigour associated with the 200/3 processing regime causes GNP to fragment as 

suggested by (Fukushima et al., 2006). A response which coincides somewhat with the expected 

reinforcing effect of GNP is depicted in Figure 4b for the INP 100/6 system. This puts into context the 
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effect of processing with these two melt extrusion regimes of the same magnitude in strain history. 

Literature has shown the capability of GNP as a heterogeneous improver of matrix properties as 

reviewed in these works (Ramanathan et al., 2007; Wang et al., 2010; Vadukumpully et al., 2011; 

Kim et al., 2010). Here the effective moduli of GNP obtained are 13.8GPa in NP 200/3 system and 

17.3GPa in NP 100/6 system.  A difference of 3.5GPa reflecting the superiority in maintaining the 

aspect ratio of GNP in NP 100/6 the processing regime where a lesser GNP crumbling rigour is 

applied. These two GNP effective moduli values fall below that obtained in the INP 20/20 system, 

which is 22.4GPa. Thus, upholding superior interaction and dispersion ability of the GNP in the in 

situ polymerisation system with higher reaction rates and a lesser sonication power, which has a lesser 

fragmenting effect. The moduli values obtained in present study are normalised relative to their 

respective matrix and compared with those of polymer/GNP-15 nanocomposites from other studies 

(Ramanathan et al., 2007; Biswas et al., 2011) and is presented in Figure 5a and 5b. 

 

 
Figure 4: Room temperature storage modulus for (a) NP 200/3 (screw speed of 200 rpm for 3 min) 

and (b) NP 100/6 (screw speed of 100 rpm for 6 min) systems 

 

In Figure 5a, the data for the INP 40/10 and INP 20/20 systems show that while modulus fluctuates 

with GNP loading in the former, in the latter the fluctuations are minimal. While the fluctuations may 

be ascribed to the reaction inhibiting effect of the GNP, which causes the ratio of catalysing species to 

be increased, it remains more likely to impact the INP 40/10 system because of the higher number of 

particle breakages imposed by harsh sonication conditions, which makes more surfaces available (Li 

et al., 2007). The end result points to an increase towards the tendency of carbon fillers to inhibit 

reaction (Horský et al., 2001; Penu et al., 2010; Horský et al., 2003; Horský et al., 1999). On all 

levels of comparison, the relative modulus values of the INP 20/20 system are higher than those of the 

40/10 system, which reflects retention or even improvement in the aspect ratio of the GNP (due to less 

intensive sonication). Some E25 values from literature are higher than those of the present study, 

principally due to the difference in processing. With regards to Figure 5a, the work of Ramanathan et 

al. (2007) and Biswas et al. (2011) both used solution mixing which provides a good interfacial 

contact and retention of the GNP morphology. Ramanathan et al. (2007) showed that GNP, like other 

nano-carbon particulate fillers, can improve polymer mechanical properties at low loading fractions if 

good interfacial contact occurs. Biswas et al. (2011) using a liquid crystalline polymer (LCP) also 

found relatively higher E25 compared to an INP 20/20 system, although at 2.5 GNP wt. % loading. 

The authors ascribed the E25 enhancement to both good dispersion and to processing, using a doctor 

blade to distribute and align the GNP particles thereby leading to better reinforcement. Comparison 

with higher GNP loading is restricted since even the loading level of 2.5GNP wt. % was only 

achieved in the present study by increasing the mole % of the catalysing species. 

 

In Figure 5b, the melt extruded systems; (NP 200/3 and NP 100/6) are compared with the same 

system as in Figure 5a. Ramanathan et al. (2007) PMMA based system again excelled in relative 

modulus improvement while comparatively both NP 200/3 and NP 100/6 systems are similar to 
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Biswas et al. (2011) study. Increases in relative modulus values are common upon filling polymers 

with particulate carbons. Krupta et al. (2001) studied expanded graphite (EG) composites with HDPE 

and LDPE and obtained more than 5 fold modulus increase at 0.5 wt. % of EG. Chandrasekaran et al. 

(2013) showed the relative modulus of an epoxy/GNP composite increased to the highest modulus 

ratio of 1.16 at 0.5 wt. %. However, at 1 and 2 GNP wt. % loading, the modulus ratios were only 1.09, 

and 1.14, respectively. This behaviour was suggested to occur due to percolation of GNP at the lower 

(0.5GNP wt. %) loading level, which also led to a reduced tan δ peak value and indicated additional 

constraint relative to the higher loading levels. It was also observed that the modulus value 

corresponding to Tg also dropped compared to other nanocomposites. 

 

  
Figure 5:  Comparison of storage moduli of  (a) INP 40/10 and INP 20/20 (where 40/10  indicate 

40% amplitude of sonication for 10 min and 20% amplitude for 10 min) and (b) G 200/3 and G 100/6 

(where G 200/3 indicates screw speed of 200 rpm for 3 min and G 100/6 screw speed of 100 rpm for 6 

min ), both of which are compared with storage moduli from literature (Ramanathan et al., 2007; 

Biswas et al., 2011) 

 

4.0. Conclusion 

 

PA6 fibres reinforced GNP nano-composites were successfully prepared by in situ polymerisation and 

melt extrusion methods. The storage moduli of the nano-composites were evaluated at 25°C (E25) 

and 80°C (E80). For INP 200/3 system, with the exception of 0.5 GNP wt. % loading, all other 

loadings show higher average modulus compared to unfilled PA6. An indication that the rigour 

associated with the 200/3 processing regime causes GNP to fragment. The effective moduli of GNP 

obtained are 13.8GPa in NP 200/3 system and 17.3GPa in NP 100/6 system. A difference of 3.5GPa 

reflecting the superiority in maintaining the aspect ratio of GNP in NP 100/6, the processing regime 

where a lesser GNP crumbling rigour is applied. These two GNP effective moduli fall below that 

obtained in the INP 20/20 system, which is 22.4GPa. Thus, upholding superior interaction and 

dispersion ability of the GNP in the in situ polymerisation system with higher reaction rates and a 

lesser sonication power, which has a lesser fragmenting effect. There was fluctuation in moduli with 

GNP loading for the INP 40/10 but minimal for INP 20/20 systems. While the fluctuations may be 

ascribed to the reaction inhibiting effect of the GNP, which causes the ratio of catalysing species to be 

increased, it is more likely to impact the INP 40/10 system because of the higher number of particle 

breakages imposed by harsh sonication conditions, which makes more surfaces available. On all 

levels of assessment, the relative modulus of the INP 20/20 system are higher than those of the 40/10 

system, a reflection of the retention or improvement in the aspect ratio of the GNP.   
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ABSTRACT 
 

Some soils in Kabba College of Agriculture, Kogi State, southern guinea savannah zone of Nigeria, 

were assessed to ascertain the levels of degradation of soil properties. The rigid grid soil survey 

method was used to identify seven soil units. Soils were sampled at 0-20 cm and 20-40 cm soil 

depth and analyzed for physical and chemical properties using standard methods. Levels of 

degradation were obtained by comparing laboratory data with the standard land/soil requirement 

(indicators/criteria) for grouping lands into different degradation classes of 1 to 4 (non to slightly, 

moderately, highly, and very highly degraded). Results showed that units D (soghum) and E 

(citrus) were very highly degraded (Class 4) of exchangeable potassium; units C (yam), D and E 

were highly degraded (Class 3) of organic matter. Other units were moderately degraded (Class 2) 

of base saturation, bulk density and total nitrogen. There was no degradation of available 

phosphorus and exchangeable sodium percentage in all the units. Physical and chemical 

degradation took place in the study area with respect to bulk density, base saturation, total 

nitrogen, potassium, and organic matter. Sustainable management practices that will promote good 

bulk density and organic matter accumulation should be encouraged. 

 

Keywords: Degradation, Assessments, Chemical, Physical, Indicators 

 
1.0. Introduction 

 

The threats to land by soil degradation have been the subject for intensive debate in the literature 

(Baumhardt et al., 2015). In Africa, an estimated 500 million hectares of land have been affected by 

soil degradation including agricultural land (Wynants et al., 2019). It’s devastating effects have 

subjected local communities to high risks of loss of lives, properties and land resource that supports 

their livelihood. 

  

In the world, there is practically no extensive area of land without limitation of one sort or another 

(Ibrahim and Idogba, 2013). Indiscriminate forest cleaning and burning, inappropriate land 

cultivation, over grazing, improper irrigation practice, urban development and high population density 

have no doubt contributed to changes in the landscape. More than 75 percent of Earth’s land areas are 

substantially degraded, undermining the well-being of 3.2 billion people, according to the world’s 

first comprehensive, evidence-based assessment (Leahy, 2018). 

  

According to Idoga et al. (2007) land degradation is a universal set while soil degradation is derived 

from land degradation since soil is the most stable and most manipulated feature of the land. The 

major human activity that contributes to soil degradation is agriculture (Food and Agriculture 

Organization-FAO, 2005). Continuous and inappropriate land use systems have severely impaired the 

soil. It has been reported that every land use partly destroys the soil structure and reduces soil fertility 

(Altieri and Nicholis, 2003). 
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Kabba is located in Kogi State, Kabba/Bunu Local Government Area in the Southern Guinea 

Savannah Agro-ecological zone of Nigeria. Kabba College of Agriculture is located on latitude 

7
0
51’N and longitude 6

0
04’E. It has climate that is typical of humid tropics with rainfall that spans the 

month of May to October. The dry season extends from November to April. The vegetation of the 

area is dominated by tall grasses and shrubs. Also, human activities have influenced the vegetation in 

the area (Babalola et al., 2012). The area belongs to the basement complex geology of Nigeria (Obaje, 

2009). 

 

 
Figure 1: Map showing the location of the study within, Nigeria, Kogi State and Kabba/Bunu Local 

Government 

 

2.2. Land use 

The major land use type in the area is arable crop land involving cultivation of crops such as maize, 

sorghum, rice, cassava, yam, pepper and dry season vegetable production in the wetland portion of the 

area. Also, tree crops such as oil palm, banana, pineapple and citrus are cultivated in some part of the 

area. Tillage practices in the area involved the use of simple implements while ploughing, harrowing, 

and ridging is practiced in some part. 

 

There have been many reports on implication of different land uses on soil properties and fertility, 

(Yusuf et al., 2019; Yusuf et al., 2015; Malgwi and Abu, 2011; Cobo et al., 2010; Martensson, 2009) 

and other works on soil degradation assessment that examines the actual level, nature and forms in 

different agroecological zones of Nigeria (Adewuyi et al., 2019; Senjobi et al., 2013; Ibrahim and 

Idogba, 2013; Sotona, et al. 2013; Adewuyi 2011; Isirimah, 2005; Igwe, 2003). In Kabba College of 

Agriculture, Kabba, Kogi State the major land utilization type is agriculture involving intensive, 

continuous cropping and mechanization but there are no studies on soil degradation. Available report 

is on soil quality in relation to crop yield along toposequence (Babalola et al., 2012); therefore, the 

need for this study arises. The objective of this study is to identify and document the actual level, 

nature and forms of soil degradation in the study area. 

 

2.0. Methodology 

 

2.1. Description of the study area 
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2.3 Field work and sampling 

The rigid grid soil survey method following the guidelines of Soil Survey Staff, (2014) was used to 

sample the soils. Soils were probed at 100m within traverse and the colour, texture, consistence, and 

structure were determined. Areas with similar characteristics were identified as soil units and were 

labelled with the prominent agricultural land use within the unit (Figure 2) as follows: Cassava-A, Oil 

palm- B, Yam- C, Sorghum- D, Citrus- E, Maize- F and Pasture- G. Within each soil unit a 

representative area was selected and soil samples were collected at 0-20 cm and 20-40 cm soil depth 

using auger. Core sample were also collected for the determination of bulk density and saturated 

hydraulic conductivity. 
  

 
Figure 2: Map of the location showing the sampling points and agricultural land use of soil units 

 

2.4. Soil analysis 

The bulk samples were air dried, gently crushed and passed through a 2 mm sieve. Core samples were 

trimmed to the height of the core sampler for bulk density determination. Particle size distribution, 

pH, organic carbon, total nitrogen, available phosphorus, exchangeable bases, and exchangeable 

acidity were determined following the International Institute for Tropical Agriculture IITA, (1979) 

guidelines. The effective cation exchanges capacity, base saturation, and exchange sodium 

percentages were calculated. 

  
2.5 Land degradation assessment 

The levels of degradation of the soil were assessed using the standard indicator and criteria for 

degradation assessment (Tables 1 – 3) (FAO, 1979; Snakin et al., 1996; Senjobi et al., 2013). 

Analytical data from each sample were placed in a degradation class by matching the soil 

characteristics with the land degradation indicator. The estimates of the degree of degradation were 

based on the measured physical and chemical parameters. 

 

Table 1: Indicators and criteria of physical degradation of soil 
Indicator *Degree of degradation (%) 

Initial Level 1 2 3 4 

Soil bulk density (g/cm3) 1.25 – 1.4 < 1.5 1.5 – 2.5 2.5 – 5 > 5 

Permeability (cm/hr) 5 – 10 < 1.25 1.25 – 5 5– 10 > 20 

Sources: FAO (1979), Snakin et al. (1996), Senjobi et al. (2013) 

*Where 1. Non to slightly degraded soil where productivity ranges from 75-100% 

2. Moderately degraded soil where productivity ranges from 50 -75% 
3. Highly degraded soil where productivity ranges from 25-50% 

4.  Very high degraded soil where productivity ranges from 0-25% 
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Table 2: Indicators and criteria of chemical degradation of soil 
Indicator *Degree of degradation (%) 

1 2 3 4 

Content of Nitrogen Element (Multiple decrease) N (%) > 0.13 0.10 – 0.13 0.08 – 0.10 < 0.08 

Content of Phosphorus Element (mg/kg) > 8 7 – 8 6 – 7 < 6 

Content of Potassium Element (cmol/kg) > 0.16 0.14 – 0. 16 0.12 – 0. 14 < 0.12 

Content of Exchangeable Sodium Percentage (ESP) (Increase by 1% 

of CEC) 

< 10 10 – 25 25 – 50 > 50 

Base Saturation (decrease of saturation in more than 50%) < 2.5% 2.5 – 5% 5 – 10% > 10% 

Excess salt (Salinization) (Increase in conductivity (mmho/cm/yr) < 2 2 – 3 3 – 5 > 5 

Content of organic matter in soil (% > 2.5 2 – 2.5 1.0 – 2 < 1.0 

Modified from: FAO (1979), Snakin et al. (1996), Senjobi et al. (2013) 

*Where 1. Non to slightly degraded soil where productivity ranges from 75-100% 

2. Moderately degraded soil where productivity ranges from 50 -75% 

3. Highly degraded soil where productivity ranges from 25-50% 

4.  Very high degraded soil where productivity ranges from 0-25% 
  

3.0. Results and Discussion 

 

3.1. Soil properties 

The physical and chemical properties of surface (0 – 20 cm) and subsurface (20 – 40 cm) of the 

studied area are presented in Table 3 and 4, respectively. All the seven (7) soil units show differences 

in the surface and subsurface horizons. Bulk density values were higher in units A, C, E, F, and G in 

the subsurface horizons (1.60, 1.65, 1.75, 1.67 and 1.50 g/cm
3 

respectively) than the surface horizons 

(1.58, 1.49, 1.50, 1.55 and 1.39 g/cm
3
 respectively) while the opposite exists for units B and D (1.55 

and 1.49 g/cm
3
, 1.40 and 1.48 g/cm

3 
respectively). The trend of distribution of bulk density between 

the soils studied can be attributed to differences in clay and soil organic matter (Ibrahim and Idogba, 

2013). Idoga et al. (2007) state that soil organic matter is light and tends to lower bulk density when 

present in high amount in the soil. The result of the total porosity mostly follows the same pattern as 

bulk density. Particle size analysis shows decrease in sand content and increase in clay content in 

most of the units from the surface to subsurface horizons; this is typical of soils developed on 

basement complex areas in Nigeria and in agreement with reports of Babalola et al. (2012) for some 

soils in Kabba, Kogi State. 

 

There are differences between the surface and subsurface horizons of chemical properties of soils. 

Soil pH, organic carbon, total nitrogen, available phosphorus, exchangeable cations, and Cation 

Exchange Capacity (CEC) are higher in the surface horizon of the soil units studied. These differences 

may be attributed to the production of humus in the surface horizon and cultivation practices. 

 

Table 3: Physical properties of the soil units 
Soil 

Unit/Land 

use 

Depth 

(cm) 

Bulk 

Density 

(g/cm3) 

Total 

Porosity 

Permeability 

(K Sat) 

(Cm/hr) 

Sand 

% 

Silt 

% 

Clay% Textural Class 

A (Cassava) 0 – 20 1.58 56 0.71 70 11 19 Sandy Loam 

 20 – 40 1.60 45 0.65 71 09 20 Sandy Loam 

B (Oil palm) 0 – 20 1.59 59 0.64 77 03 20 Sandy Loam 

 20 – 40 1.55 50 0.52 71 13 16 Sandy Loam 

C (Yam) 0 – 20 1.49 68 0.97 79 02 19 Sandy Loam 

 20 – 40 1.65 51 1.01 39 08 53 Sandy Clay 

D (Sorghum) 0 – 20 1.48 50 0.86 75 06 19 Sandy Loam 

 20 – 40 1.40 35 3.09 62 08 30 Clay Loam 

E (Citrus) 0 – 20 1.50 49 1.81 73 13 14 Sandy Loam 

 20 - 40 1.75 37 1.71 60 08 32 Sandy Clay 

Loam 

F (Maize) 0 – 20 1.55 65 2.71 35 26 39 Clay Loam 

 20 – 40 1.67 55 1.91 46 19 35 Sandy Clay 

Loam 

G (Pasture) 0 – 20 1.39 60 0.95 48 25 27 Loam 

 20 – 40 1.50 41 0.88 57 21 22 Sandy Loam 
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Table 4: Chemical properties of the soil units 
Soil Properties Soil Units 

Soil 

Depth 

(cm) 

A B C D E F G 

pH (H2O) 0 – 20 5.95 6.14 5.67 5.51 6.22 5.97 4.97 

 20-40 5.85 6.11 5.65 4.82 5.98 5.83 4.81 

Organic Carbon (%) 0 – 20 1.68 1.85 1.12 1.24 0.89 2.53 2.70 

 20-40 1.44 1.70 0.96 1.01 0.84 1.98 2.09 

Organic Matter (%) 0 – 20 2.89 3.18 1.93 2.13 1.53 4.35 4.64 

 20-40 2.48 2.92 1.65 1.74 1.45 3.41 3.60 

Total Nitrogen (%) 0 – 20 0.121 0.114 0.116 0.170 0.162 0.180 0.179 

 20-40 0.103 0.088 0.109 0.110 0.157 0.165 0.161 

Available Phosphorus (mg/kg) 0 – 20 49.75 22.26 41.92 9.19 10.40 32.41 18.97 

 20-40 40.18 19.15 39.11 7.82 9.69 30.97 17.65 

Exchangeable Sodium (cmol/kg) 0–20 0.201 0.235 0.190 0.190 0.231 0.180 0.210 

 20-40 0.196 0.213 0.189 0.169 0.207 0.179 0.198 

Exchangeable Potassium 

(cmol/kg) 

0 – 20 0.229 0.180 0.235 0.073 0.102 0.258 0.201 

20-40 0.229 0.175 0.221 0.064 0.097 0.237 0.199 

Exchangeable Calcium (cmol/kg) 0 – 20 3.76 2.80 4.32 2.90 6.56 2.72 3.04 

 20-40 3.28 2.72 4.16 2.86 6.40 2.56 2.98 

Exchangeable Aluminum 

(cmol/kg) 

0 – 20 0.01 0.01 0.01 0.02 0.01 0.02 0.01 

20-40 0.01 0.01 0.01 0.01 0.01 0.02 0.01 

Exchangeable Hydrogen 

(cmol/kg) 

0–20 0.15 0.15 0.12 0.13 0.14 0.13 0.11 

20-40 0.13 0.14 0.12 0.11 0.12 0.13 0.11 

Exchangeable Bases (cmol/kg) 0 – 20 5.830 5.005 6.115 5.083 7.693 4.118 5.761 

 20-40 4.845 4.768 5.770 4.903 7.424 3.856 5.347 

Cation Exchange Capacity 

(cmol/kg) 

0 – 20 5.990 5.165 6.245 5.233 7.843 4.268 5.881 

20-40 4.985 4.918 5.900 5.023 7.554 4.006 5.467 

Base Saturation (%) 0 – 20 97.33 96.90 97.92 97.13 98.09 96.49 97.96 

 20-40 97.19 96.95 97.80 97.61 98.28 96.26 97.81 

Exchangeable Sodium Percentage 

(%) 

0 – 20 3.45 4.70 3.11 3.74 3.00 4.37 3.65 

20-40 4.05 4.47 3.28 3.45 2.79 4.64 3.70 

 

 

3.2. Land degradation assessment 

The land/soil requirement (indicators and criteria i.e. land qualities/soil properties) for grouping lands 

into different degradation classes are given in Table 1-2. The matching of the soil indicators/criteria 

are given in Table 5. 

 

The land degradation assessment results show that in terms of bulk density, only unit D was none 

degraded at both horizons, units C and G are none degraded at the surface and moderately degraded at 

the subsurface. Units A, B, E, and F are all moderately degraded at both horizons. 

With respect to permeability, at the surface horizon, units A, B, C, E, and G are none degraded, unit D 

is highly degraded while unit F is moderately degraded. 

 

Result of chemical properties showed that base saturation is moderately degraded in all the units; base 

saturation is an indicator of level of leaching, therefore this result signifies that the soils are 

moderately leached of their exchangeable bases. 

 

Degradation assessment for total nitrogen shows that units E, F, and G are none degraded; Units A 

and C are moderately degraded at both horizons. Unit B is moderately degraded at the surface horizon 

and highly degraded at the subsurface. Unit D is non-degraded at the surface and moderately degraded 

at the subsurface. 

 

Assessment for available phosphorus showed that all the soil units are non-degraded. 

With respect to exchangeable Potassium; units A, B, C, F, and G are non-degraded while units D and 

E are very highly degraded at both horizons. 

 

In terms of Exchangeable Sodium Percentage; all the units are non-degraded, indicating that the soils 

are not sodic. 
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With respect to organic matter contents; units B, F, and G are non-degraded at the surface and 

subsurface. Unit A is non-degraded at the surface and moderately degraded at the subsurface. Unit D 

is moderately degraded at the surface and highly degraded at the subsurface. Units C and E are highly 

degraded in both horizons. 

 

Physical and chemical degradation took place in the study area. Chemical degradation is as a result of 

loss of fertility from leaching and low organic matter. This might have occurred as a result of land use 

practices such as continuous cropping, improper handling of plant residues and bush burning. The 

soils can be ameliorated through improved and proper nutrient management practices (Eswaran and 

Dumanski, 1998; Senjobi et al., 2013). Physical degradation of soil could be as a result of tillage 

practices and improper soil management and it requires a long time to meliorate (Hulugalle, 1994; 

Senjobi et al., 2013). 

 

Table 5: Land qualities/soil properties of the soil units 
Soil 

Unit/Land use 

Depth 

(cm) 

Bulk 

Density 

(g/cm3) 

Permeability 

(cm/hr) 

Base 

Saturation 

(%) 

Total 

N (%) 

Available 

P (ppm) 

ExchK 

(cmol/kg) 

ESP 

(%) 

Organic 

Matter 

(%) 

A (Cassava) 0-20 2 1 2 2 1 1 1 1 

 20-40 2 1 2 2 1 1 1 2 

B (Oil palm) 0-20 2 1 2 2 1 1 1 1 

 20-40 2 1 2 3 1 1 1 1 

C (Yam) 0-20 1 1 2 2 1 1 1 3 

 20-40 2 1 2 2 1 1 1 3 

D (Sorghum) 0-20 1 1 2 1 1 4 1 2 

 20-40 1 3 2 2 1 4 1 3 

E (Citrus) 0-20 2 1 2 1 1 4 1 3 

 20-40 2 1 2 1 1 4 1 3 

F (Maize) 0-20 2 2 2 1 1 1 1 1 

 20-40 2 1 2 1 1 1 1 1 

G (Pasture) 0-20 1 1 2 1 1 1 1 1 

 20-40 2 1 2 1 1 1 1 1 

N- Nitrogen, Exch. K- Exchange potassium, ESP- Exchangeable Sodium Percentage 

*Where 1. Non to slightly degraded soil where productivity ranges from 75-100% 

2. Moderately degraded soil where productivity ranges from 50 -75% 

3. Highly degraded soil where productivity ranges from 25-50% 

4.  Very high degraded soil where productivity ranges from 0-25% 
 
4.0. Conclusion 
 
It is concluded that physical and chemical degradation took place in the study area with respect to 
bulk density, base saturation, total nitrogen, potassium, and organic matter. This study is considered 
as a preliminary project for the quality soil degradation assessment to develop sustainable practices to 
support the reclamation process and to develop a soil health program for the study area. Sustainable 
management practices that will promote good bulk density and organic matter accumulation should be 
adopted.   
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ABSTRACT 
 

Forest soils and stems buried in them usually have varying degrees of colonization and abundance 

of bacteria and fungi. This study was undertaken to determine the effects of seasonal variations on 

the population of bacteria and fungi isolated from forest soil and on plant stems buried in the soil. 

Soil sampling and stem burial studies were conducted over a 12-month period in 2019. Serially 

diluted soil samples were plated on suitable media for bacterial and fungal growth and thereafter 

counted after incubation. Buried stems were removed from the soil, rinsed and placed in flasks 

containing suitable media for fungal and bacterial cultivation. Colonial growth was counted after 

incubation. Soil moisture was highest during the wet season months of July (27.7%), August (23.5 

%), September 26.1 %) and October (29 %) whereas the average soil moisture content was lowest 

in the dry season. Seasonal pH did not significantly affect microbial population levels in the 

various months. Colony counts for Pseudomonas spp. during the dry season months (January, 

February, March and April) were very low. Growth of the bacterium showed peaks in the May 

through October during which counts reached 10
9
 cells per gram of soil except in August with 

counts of 10
8
 cells per gram of soil. Micrococcus spp. and Bacillus spp. also showed similar trends 

in colony counts with little variations. Fungi were generally fewer in number than bacteria and 

only one peak which reached 10
7
 cells/g soil was obtained for Fusarium spp. and Rhizopus spp. in 

September and October respectively. The density of Trichoderma spp. per gram of soil peaked at 

10
6
 cells in June, July, September and October. Counts for Aspergillus spp. was negligible in 

January, February, March and April but reached 10
6
 cells per gram of soil in June, July and 

August. The colonization of Pseudomonas spp. on buried plant stem varied between 62% in June to 

76% in October while Micrococcus spp. had levels which varied from 65% in May to 84% in June 

and 72% in October. Fusarium species were found most frequently on the stem every month except 

in February, March and April. Low colonization of Aspergillus spp. on stems occurred in January, 

February, March, November and December. Highest numbers of this organism was found in 

August, September and October. Rhizopus spp. was observed in 85 and 80% of the stem in 

September and October respectively but lower percentages of colonization occurred in January, 

February, March and April. In all the dry season months (January-April), all bacterial and fungal 

populations had low densities but their counts increased in the rainy season. Fungi were generally 

fewer in number than bacteria in both soil and stem burial experiments. 

 

Keywords: Microbial population, Soil sampling, Stem burial, Forest soil, Colonization rate 

 
1.0. Introduction 

 

Forest represents one of the largest and most important ecosystems on earth covering more than 40 

million km
2
 representing 30% of the global land and forest ecosystems are found in most of earth’s 

biomes and harbour a large population of global diversity (Liado et al., 2007). Soil microorganisms 

constitute nearly 1% of the soil mass and they have a major impact on soil properties and processes 

(Cenciani et al., 2009). Nutrient cycles and functioning of the ecosystem are influenced by seasonal 

changes of soil microbial biomass (Lipson and Schmidt, 2004).  Many biological activities which 

influence the growth of plants, animals and microbial populations occur in the soil. Microorganisms 

found in forest soil have been shown to perform various beneficial roles such as decomposition of soil 
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organic matter, nitrogen cycling and increase of soil fertility (Symochko et al., 2015). The activities 

and numbers of soil microorganisms determine soil fertility and its environmental status in the 

ecosystems as reflected on the level of soil biological activities (Cenciani et al., 2009). Microbial 

diversity in the forest soil occupying a particular location within the soil or on forest ground have 

been discovered to be affected by various environmental and climatic conditions. The soil microbial 

inhabitants could be referred to as the dominant organisms in contrast to transient organisms which do 

not occur most frequently throughout the months. The determination of the impact of environmental 

change on soil microbial function requires an understanding of how environmental factors shape 

microbial community and composition in the soil. 

 

Determinations of numbers of microorganisms in soil as well as their isolations, morphological and 

physiological characteristics are important because soil is a huge reservoir of many biologically active 

agents. An active microorganism is capable of colonizing and growing on substrates and should be 

present in large numbers as to alter its environment. The existence of microorganisms in a particular 

environment including humid or warm environment usually develops through the ability of that 

organism to grow and multiply on the nutrients available in that locality or which have been 

transmitted to that locality. 

  

Forest soil clearly represents the most important habitat for soil microorganisms especially fungi and 

bacteria with their activities being supported by the decomposition of organic matter, dead plant and 

animal remains. Microorganisms are responsible for the decomposition of soil organic matter thereby 

releasing nutrients that are absorbed by plants. These microorganisms are of importance in 

maintaining the fertility of the soil and factors which alter the rate of microbial processes in the soil 

are of importance for the functioning of the forest ecosystem. Although fungi are known to be the 

most dominant in forest soil but some bacteria are also abundant in most forest soils and results from 

recent studies have demonstrated an active role of bacteria in litter transformation (Liado et al., 2007).  

 

Temperature of the tropical forest soil is always warm and moisture is abundant in the wet season and 

the relative humidity is high. Plants occasionally shed their leaves and provide organic matter on 

which microorganisms grow on and derive their energy. The spatial heterogeneity of forest top soils 

determines the composition of microbial communities mainly through two sets of drivers which 

include soil and litter chemistry which affect both bacteria and fungal population and diversities, 

although to variable degrees (Baldrian, 2017). Leaves of living plants provide shade for protection of 

microorganisms from direct sunlight. This makes biological activity intense and results in the 

abundance of different microbial forms in the forest soil. Dead plant biomass including fallen leaves 

and deadwood are the sources of most carbon compounds for forest microorganisms. Tons of fallen 

leaf matter which accumulate yearly on forest floor surface and their transformations is of great 

importance for the cycling of carbon and other nutrients. Litter habitat is composed of a diverse group 

of fungi and bacteria which play important roles in decomposition and transformation of forest soil 

organic matter.   

 

Woody biomass of trees is a large resource in forest ecosystem which is reach in nutrients. Many and 

diverse species of microorganisms are well adapted to living on woods (Blanchette and Shaw, 1978). 

Fungi and bacteria are important in the soil ecosystem because they function in the decomposition 

mineralization and help in the movement of soil mineral elements to plant roots (Widawati and 

Suliash 2001). Species of fungi are important components of biodiversity in tropical forest soils and 

fungi perform some activities on which larger organisms including humans depend. Reported values 

of soil fungal diversity and population are a reflection of the sampling methods which differ from one 

organism to the other (Brock, 1987). Saprotrophic basidiophytes and white-rot wood-decomposing 

fungi often act as major litter decomposers together with ascomycetous fungi (Eichlerova et al., 

2015). Deadwoods are also a source of carbon compounds in the forest. Decomposition of dead 

woods is influenced by diversities and types of fungi and bacterial species and also on the 

environmental conditions prevalent in that habitat (Gessner, 2010). Microorganisms produce a wide 

range of extracellular enzymes, which allows them to effectively degrade recalcitrant fractions of 

dead plant biomass (Eichlerova et al., 2015).  Bacterial strains are among the dominant group of 

organisms in the forest soil.  The ability of bacteria to survive ecological conditions includes the 

formation of endospores which have thick strong walls which make it easy for them to survive in 

extremes of environmental conditions (Kundu et al., 2009). Forests provide a wide range of habitats 
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for bacteria and they are abundant on forest soils and litter. Forest ecosystem provides a broad range 

of habitats for bacteria, including soil and plant roots but bacteria seems to be especially abundant on 

the forest floor, in soil and litter. Soil bacteria are the primary drivers of these ecological habitats 

(Bardgett and Leemas, 1995). Currently, bacteria community composition is an important determinant 

of ecosystem process rates, and identifying bacteria community composition has become an essential 

component for predicting ecosystem responses to environmental changes (Baldrian et al., 2012). 

However, before we can predict the ecosystem response to environmental change, we must first 

understand how the environment shapes bacteria community composition. For example, soil moisture 

can influence bacterial composition along topographic gradients as well as in multiple forest 

ecosystems (Brockett et al., 2012).  

 

Forests represent a highly productive ecosystem that act as carbon sinks where soil organic matter is 

formed from residues after biomass decomposition as well as from rhizodeposited carbon (Baldrian, 

2017). And factors such as pH, organic matter content, nutrient availability, climate conditions and 

biotic interactions affect the composition of bacterial communities in the soil is one of the important 

components and microbial activities and diversities in the soil help drive ecological and 

physicochemical reactions that occur in soil microenvironment. The determination of the impact of 

environmental change on soil microbial function requires an understanding of how environmental 

factors shape microbial composition (Allison et al., 2010). Microbial community composition is an 

important determinant of ecosystem process rates (Reed and Martiny, 2007), and identifying 

microbial community composition has become an essential component for predicting ecosystem 

responses to environmental change (Baldrian, et al., 2012). Climatic change alters the relative 

abundance and function of soil communities because soil community members differ in their 

physiology, temperature sensitivity, and growth rates (Castro et al., 2010; Gray et al., 2011). The 

direct effects of climatic change on microbial composition and activities have been well studied 

(Castro et al., 2010). 

  

Soil temperature is an important physical property that regulates most of the physical, chemical, and 

biological processes of the soil, and the physiological processes of soil organisms and forest plants 

(Zogg et al., 1997). Soil temperature has tremendous ecological impacts through evaporation, 

transpiration, organic matter decomposition, CO2 emission due to soil respiration. In forest 

ecosystems, soil temperature regulates microbial transformations of nitrogen sulphur and other 

nutrients and controls decomposition of organic matter and formation of humus. Temperature is one 

of the most important factors influencing soil organic matter decomposition and microbial 

communities. Temperature, together with moisture content is among the most important 

environmental factors affecting microbial growth and activity in soils. The role of elevated 

temperature on microbial metabolism has received considerable recent attention (Bradford et al., 

2008; Karhu, 2014). 

  

Soil moisture is one the most important environmental factors influencing soil organic matter 

decomposition and production of greenhouse gases in terrestrial environments 

(Kirschboum, 2006). Soil water content is important in regulating oxygen diffusion, with maximum 

aerobic microbial activity occurring at moisture levels between 50% and 70% of water-holding 

capacity (WHC) (Linn and Doran, 1984). Seasonal changes in soil water content influence function–

structure relationships of microbial communities and enzyme activities (Brockett et al., 2012). Soil 

moisture content, by altering conditions for soil microbiota, causes changes in the structural diversity 

and activity of microorganisms (Kim et al., 2008). Excess of water in the soil environment due to 

flooding or periodically heavy rainfalls is particularly threatening to aerobic bacteria (Walker et al., 

2003). For soil microbiologist, it is important to determine the optimum moisture content of soil 

because it is the soil microbiota that is responsible for the rate of organic matter transformations in the 

soil microenvironment.   

 

Soil pH is considered as one of the important factors that controls microbial community structure 

(Fierer and Jackson, 2006; Lauber et al., 2009).  pH influences abiotic factors, such as carbon 

availability, nutrient availability, and the solubility of metals etc. (Cho et al., 2016). In addition, soil 

pH also controls biotic factors, such as the biomass composition of microorganisms in both forest and 

agricultural soils (Rousk et al., 2010). This work is aimed to study the effects of seasonal variations 
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The topography of the study area is characterized by mean maximum and minimum temperatures 

which lie between 30-3°C and 20-25°C respectively. Rainy season in the area lasts for about 8 months 

from April to early November, with peaks in July, September and October. The dry season 

commences from mid-November to March. Soil samples were collected from 1-5cm of top soil and 

after passing the sample through sieve clothe, soil moisture was determined by placing soil in 

aluminium foil and the weights of the samples were measured. The soil was oven dried at 105°C for 

24h to achieve a constant weight. Soil moisture was determined gravimetrically by weight deference 

and the values were converted to percentages. 

  

Soil pHs were determined twice a month by placing 20g of air dried soil in glass beaker. Distilled 

water was added into the beaker and shaken. Soil pH was then determined with hand held pH meter 

(Hannah instrument). 

 

2.2. Isolation and culturing 

The experimental plot located in a forest in Uzo-Uwani, Nsukka  measured 10 x 5m and was mapped 

with wire gauze to avoid disturbance. Soil samples were collected twice per month from January to 

December 2019 from the surface (0 – 5cm). The samples were gently collected into sterile conical 

flasks containing either Nutrient broth for bacterial cultivation or Potato Dextrose broth and shaken at 

50 x g in Gallenkamp shaker for 5h. The samples were serially diluted using normal saline solution 

and plated onto Nutrient agar for bacterial enumeration and Potato Dextrose agar (PDA) plates for the 

enumeration of fungi. Control uninoculated plates were separately prepared. Nutrient agar plates were 

incubated at 35°C in an incubator for 24h. The PDA plates were placed on the laboratory bench for 48 

h at an approximate temperature of 30±2°C. Colony counts were obtained from the plates after the 

incubation periods. Pure bacterial cultures were obtained by streaking on fresh agar plates. Only 

plates containing 30 and less than 300 colonies were considered valid. Otherwise, they were not 

recorded (NR).  

  

2.3. Stem burial studies   

Sterile banana stems each measuring 10 x 3cm were placed inside the soil at a depth of about 12cm. 

Eight such stems were buried on the first day of every month. Soil was added to completely burn the 

stems. Two buried stems were each removed for either bacterial or fungal examination after 14th and 

28th day of burial. Each stem was aseptically rinsed in sterile distilled water and placed in conical 

flasks containing Nutrient broth for bacterial cultivation or Potato Dextrose broth for fungal 

cultivation; then shaken at 50 x g in Gallenkamp shaker for 5h. The samples were serially diluted 

using normal saline solution and plated onto Nutrient agar for bacterial enumeration and Potato 

Dextrose agar (PDA) plates for the enumeration of fungi. Nutrient agar plates were incubated at 35°C 

in an incubator for 24h. The PDA plates were placed on the laboratory bench for 48h at an 

approximate temperature of 30±2°C. Pure bacterial cultures were obtained by streaking on fresh agar 

plates. Only plates containing 30 and less than 300 colonies were considered valid. Otherwise, they 

were not recorded (NR).  

 

2.4. Identification of the isolates 

Bacteria were identified based on their morphological, physiological and biochemical characteristics 

as described in Bergey’s Manual of Determinative Bacteriology (Holt et al., 1994). Fungal isolates 

were identified based on their morphological and cultural characteristics as outlined by Pitt and 

Hocking (1997). 

   

on bacterial and fungal populations in forest soils and how these variations affect the colonization of 

buried plant stems over a 12-month examination period. 

 

2.0. Methodology 

 

2.1. Study area and sampling 
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Figure 1: Moisture contents of soil at the study location 

 

 
Figure 2: Soil pH at the study location 

 

For Pseudomonas spp., colony counts during the dry season months (January, February, March and 

April) were very low (Table 1). Colonial growth showed peaks in May, June, July, September and 

October during which counts reached 10
9
 cells per gram of soil. This level fell in November and 
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3.0. Results and Discussion 

 
Bacteria and fungi showed differences in their rates of occurrence in both the soil experiment and the 
stem burial studies. Four bacterial genera namely, Bacillus spp., Pseudomonas spp. and Micrococcus 
spp.  were recovered from the soil in high numbers and they also showed best stem colonization. 
Fungal strains namely Aspergillus spp., Fusarium spp, Rhizopus spp., and Trichoderma spp. were 
dominant in the soil samples and were isolated in high numbers but only three of these fungi namely 
Aspergillus spp., Fusarium spp, and Rhizopus spp. displayed best colonization of the buried plant 
stems. 
 
Results in Figure 1 show the mean soil moisture contents of the study area. It is evident that soil 
moisture was highest during the wet season months of July, (27.7%); August, (23.5 %); September, 
26.1 % and October (29 %) whereas the average soil moisture contents were lowest in January, 
(6.4%); February, (5.6 %); March, (3.1%); April, (17.6 %). Data in Figure 2 shows the average soil 
pH values for the various months and these changes did not give any significantly positive growth 
responses to microbial population levels. 
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December. Bacillus spp. and Micrococcus spp. counts also showed similar trends with little variations 

(Table 1). In all the dry season months (January-April), all bacterial populations did not reach 

densities of 10
6
 cells/gram of soil (Table 1). 

 

Table 1: Relative frequency of bacteria per gram forest soil measured over a 12-month period 
Month                           Number of organisms 

Pseudomonas spp. Bacillus spp. Micrococcus spp. 

January NR NR NR 

February NR 2.6x102 NR 

March 6.3x102 3.1x102 NR 

April 6.5x103 3.4x103 3.2x103 

May 8.2x109 6.2x108 4.9x104 

June 7.4x109 6.5x109 6.9x108 

July 7.9x109 7.3x109 8.8x108 

August 8.1x108 8.1x109 7.4x109 

September 7.8x109 7.4x109 7.9x109 

October 6.5x109 8.6x108 4.9x109 

November 5.1x108 5.4x107 8.2x107 

December 4.8x103 5.2x105 2.1x102 

NR: Not recorded 
 

During the months of January, February, March, April and December 2019, there was very little 

rainfall and the numbers of fungi were very low (Table 2). Fungi were fewer in number than bacteria 

and only one peak which reached 10
7
 cells/g soil was obtained for Fusarium spp. in September and 

for Rhizopus spp. in October. The density of Trichoderma spp. per gram of soil started to increase 

from April and peaked at 10
6
 cells in June, July, September and October. Colony counts for 

Aspergillus spp. was negligible in January, February, March and April but reached 10
6
 cells per gram 

of soil in June, July and August. Colony counts of Aspergillus spp. reduced in September and October 

with further reductions in November and December (Table 2). 

 

Table 2: Relative frequency of fungi per gram forest soil measured over a 12-month period 
Month Number of organisms 

Aspergillus spp. Fusarium spp. Rhizopus spp. Trichoderma spp. 

January 6.2x102 2.8x103 NR NR 

February 2.8x102 NR NR NR 

March NR NR NR NR 

April 1.0x104 4.0x103 3.9x103 5.1x105 

May 2.1x105 6.4x105 3.6x105 1.6x105 

June 6.5x106 5.5x105 4.4x107 3.9x106 

July 5.3x106 4.9x106 5.9x107 4.1x106 

August 4.9x106 4.2x106 5.8x106 4.0x105 

September 6.9x105 4.1x107 4.2x106 6.6x106 

October 9.2x105 8.5x106 2.6x107 7.5x106 

November 9.5x103 7.4x105 7.5x105 4.9x105 

December 6.6x102 3.8x104 4.3x105 NC 

NR: Not recorded 
 

A number of previous studies have explored the influence of multiple environmental factors on the 

distribution of soil moisture (Nyberg, 1996; Crave and Gascuel-Odoux, 1997). Marked seasonal 

changes in vegetative cover were also thought partially to explain differences in soil moisture 

variability observed on different sampling dates (Reynolds, 1970). Reynolds (1970) examined the 

relationship between soil moisture variability, amount of rainfall and insolation received in the week 

preceding the sampling, and the moisture content and vegetation cover at the time of sampling. 

Although no attempt was made to infer the relative influence of each of these factors, trends were 

identified that were consistent with the notion that soil moisture variability increases with increasing 

mean moisture content. Specifically, it was noted that low variance was associated with dry periods 

i.e. low mean moisture content; and that high variance was associated with wet periods. 

 

Bacteria grew in small colonies from the stems with percent colonization higher than the fungi (Table 

3). The highest colonization for all three bacteria occurred between the months of May through 

October. The occurrence of Pseudomonas varied between 62% in June to 76% in October while 

Micrococcus spp. had levels which varied from 65% in May to 84% in June and 72% in October. 

Bacillus spp. had highest colonization rates in May with percent colonization at 61%. Highest 
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reductions in the percent colonization of stems for all three bacteria occurred in the dry season months 

such that in January, February and March almost all the stems had very low percent colonization rates 

(Table 3). 

Table 3: Colonization of buried stem by bacteria measured over a 12-month period 
Month                       Percent colonization 

Pseudomonas spp. Bacillus spp. Micrococcus spp. 

January NR 30 NR 

February NR NR NR 

March NR NR NR 

April 40 45 NR 

May 50 61 65 

June 62 49 80 

July 77 36 84 

August 72 40 79 

September 79 46 80 

October 76 48 72 

November 49 45 39 

December 35 31 31 

NR: Not recorded 
 

The numbers of fungi were examined as they grew and colonized the buried sterile banana stems. 

Colony totals of fungi which grew from the buried stems are summarized in Table 4. Only three 

fungal species namely Aspergillus, Fusarium, Rhizopus were predominant during the stem burial 

studies. The stem burial experiment showed a similar pattern as the soil experiment for instance, 

during the dry season months, there were generally low microbial counts as compared to counts 

obtained in wet season months (Table 4). Fusarium species were found most frequently on the stem 

every month except in February, March and April. Representative members of this genus appeared 

most frequently and more consistently than the other fungi especially from May to November and its 

occurrence varied between 75% in June and July; 81% in August and 73 and 79% in September and 

October respectively. Variations were found in January, February, March and April. Suppression of 

Aspergillus spp. occurred in January, February, March, November and December. Highest numbers of 

this organism was found in August, September and October. Rhizopus spp. was observed in 85 and 

80% of the stem in September and October respectively but lower percentages of colonization was 

recorded in January, February, March and April. All fungi were more prevalent in August, September 

and October and decreased in January, February, March, April and December. Changes in soil 

nutrient content and some other environmental conditions more especially the availability of rainfall 

must have played a role in the pattern of microbial composition in soil and stem as reported in this 

work. 

 

Table 4: Colonization of buried stem by fungi measured over a 12-month period 
Month                           Percent colonization 

Aspergillus spp. Fusarium spp. Rhizopus spp. 

January 30 32 NR 

February NR NR NR 

March NR NR NR 

April 44 NR NR 

May 69 64 62 

June 52 75 71 

July 50 75 69 

August 62 81 77 

September 68 73 85 

October 72 79 80 

November 38 53 60 

December 32 39 53 

NR: Not recorded 
                                       
Numbers of both fungi and bacteria varied from time to time and from month to month. This tends to 

confirm that some elements of the microenvironment influence the types and numbers of 

microorganisms in the forest soil microenvironment (Girvan, 2003). It was reported that species of 

microorganisms must reach at least 10
6
 cells /g of soil to be of ecological importance in the soil 

(Symochko et al., 2015), but findings from this work revealed that for both soil experiment and stem 

burial studies, this level was not attained in the dry season months. The soil pH did not significantly 

influence microbial population levels as reported in this work. Cho et al. (2016) stated that soil pH 
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was critical to microbial community diversities and growth and these responses differed between a 

naturally acidic conifer forest soil with low pH and a sub urban forest soil with neutral pH but was 

loaded with several contaminants. Soil characteristics such as moisture, composition and diversity of 

substrates positively affected microbial population in the soil (Loeppmann et al., 2016). In the forest 

environment, large amounts of litter fall in the dry season and microorganisms derive energy by the 

metabolism of these organic matters, but this increased addition of organic matter did not result to 

increased fungal and bacterial densities observed in this study. Highest reductions in percent 

microbial colonization of the stem occurred in dry season months especially in January, February, 

March and April contrary to high percent colonization observed in the rainy season. It is evident from 

this work that soil water content optimally determined microbial population and Zogg et al. (1997) 

suggested that free water connecting soil particles optimally influenced microbial population and 

diversity patterns by controlling nutrient availability and cell movement while Brockett et al. (2012) 

reported that soil moisture was the major factor that influenced microbial community structure and 

enzyme activities across seven biogeoclimatic zones in western Canada.  

 

4.0. Conclusion   

 

This investigation was conducted to observe the populations of bacteria and fungi in forest soil 

determined over a 12-month period. Microbial colonization of buried straw was also evaluated with a 

view to finding how seasonal variations affect the rates of plant stem colonization by the organisms. 

Different levels of growth responses in terms of bacterial and fungal populations occurred due to 

changes in some environmental conditions like moisture and pH. Microbial population was highest 

during the wet season and the lowest fungal and bacterial populations occurred in the dry season. 

Positive growth responses of the organisms were largely dependent on the soil moisture but did not 

significantly depend on soil pH. 
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ABSTRACT 
 

This study seeks to assess the land use land cover (LULC) and spatial-temporal trends of six 

outdoor thermal comfort indices in four Local Government Areas (LGAs) of Ogun state, 

Southwestern, Nigeria. Data used for this study are air temperature, relative humidity, cloud cover 

and wind speed which span from 1982 to 2018. These data were obtained from ERA-INTERIM 

archive. The 1986, 2000 and 2018 used for the analysis of the LULC were from the satellite 

imagery hosted by the United States Geological Survey (USGS). Landsat Thematic Mapper, 

Landsat 7 and Landsat 8 Operational Land Imager data of 1986, 2000 and 2018 to assess the 

changes that have taken place between these periods. Thermal comfort indices such as Effective 

Temperature (ET), Temperature Humidity Index (THI), Mean radiant temperature (MRT) and 

Relative Strain Index (RSI) were used. Rayman model was used for the computation of the three 

thermal comfort indices (MRT, PET, PMV). The results show decrease in vegetation, forest, and an 

increase in percentage of built-up areas between 1986–2000, and 2000–2018. A rapid increase in 

built-up areas in the three (Abeokuta South, Ifo, Shagamu,) of the four LGAs, while one (Ijebu 

East) has a slow increase in the built-up areas. The trend in the thermal comfort indices also shows 

that thermal discomfort had been on increase for the past 37 years and it was observed that the 

level of comfort has deteriorated more in the last decade compared to the previous decade 

especially in the built-up areas. This work suggests a framework for evaluating the relationship 

between the quantitative and qualitative parameters linking the microclimatic environment with 

subjective thermal assessment. This will contribute to the development of thermal comfort 

standards for outdoor urban settings. Also, the study will help urban planners in their decision 

making, and in heat forecast. 

 

Keywords: Thermal comfort, Urbanization, Temperature, Urban space, Trends 

 
1.0. Introduction 

 

Urbanization in Nigeria, as in most developing countries, has been rapid, and the explosion of urban 

population has not been matched by a change in social, economic and technological development 

(United Nations Population Fund, 2007; WHO, 2011). Public infrastructure, social and health services 

have been neglected, and urban planning and zoning have been very slow or even stagnant in many 

cases (Eludoyin et al., 2013). Due to little or no climate responsive guidelines, sustaining outdoor life 

has been a serious issue in the tropics as urbanization increases rapidly (Ahmad, 2003). Also, the 

increasing urbanization of the subtropics is producing expanding urban areas with high density and a 

growing number of tall buildings (Ng, 2012). Comfort is more paramount to man, and that has 

brought about the study of thermal comfort over the years. The belief of thermal comfort came from 

the desire of man to be comfortable despite the climate (Eludoyin et al., 2013). Outside comfort zone 

lies the thermal stress (Ogunsote and Prucnal-Ogunsote, 2007). Studies have been made on thermal 

comfort since the 20th centuries, and it has brought improvements in which buildings are constructed, 

and also discoveries of air conditioning systems which aids comfortability in indoors even during the 

hottest and coldest climates. Outdoor thermal comfort is mainly about the physiology and also the 

heat balance of human body, which is commonly referred to as thermo-physiology (Höppe, 2002).  
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The study areas as shown in Figure 1 are four selected local government areas in Ogun state, namely: 

Abeokuta South, Ifo, Shagamu, Ijebu East. Ogun State is considered to be one of the most developing 

areas in the southwest region of Nigeria because it shares boundary with Lagos State which is the 

main hub of activities. As a result of these developments, the four local government were selected, 

Abeokuta south, Ifo, and Shagamu local government areas plays a large part in this development 

while Ijebu east is known to be a rural area.   

The outdoor thermal comfort assessment focuses on estimating people’s thermal sensation in outdoor 

environment by considering meteorological factors and individual activities. The results can be used 

to identify the high-risk area suffering from thermal stress in urban area and the valuable measures to 

mitigate harmful environment. Yang et al. (2019) concluded that urban land use and anthropogenic 

heat (AH) emission can considerably influence the human thermal comfort during extreme heat 

events. In this study, a spatially heterogeneous AH emission data and updated urban land use data 

were integrated into the Weather Research and Forecasting model to simulate the physical processes 

of urban warming during summer. Simulations conducted in the Yangtze River Delta (YRD) of east 

China suggest that the mean urban heat island intensity reaches 1.49°C in urbanized areas during 

summer, with AH emission making a considerable contribution. The warming effect due to urban land 

use is intensified during extremely hot days, but in contrast, the AH effects are slightly reduced. 

Urban development increases the total thermal discomfort hours by 27% in the urban areas of YRD, 

with AH and urban land use contributing nearly equal amount. By limiting the daytime latent heat 

release, urban land use reduces the daily maximum heat stress particularly during extremely hot days; 

however, such alleviations can be offset by the AH emission. Strategies for mitigation of urban heat 

island effect and heat stress in cities should therefore include measures to reduce AH emission. 

Massetti et al. (2019) observed that more than half of the world population lives nowadays in urban 

areas and that’s the reason why the quality of the urban environment has become a key issue for 

human health. In this context, it is important to estimate and document any action that contributes to 

improving thermal comfort and air quality. 

 

Simulated results in Quang-Van et al. (2016) show that the increase in the surface air temperature is 

approximately 0.22 °C in the preexisting urbanized area and approximately 0.41°C in new highly 

urbanized areas.  The rapid increase in global temperature has made outdoor thermal comfort an 

urgent topic (IPCC, 2007). It has been observed that there is a higher temperature in the urban 

growing areas compared to the rural areas, and that has made the assessment of thermal comfort in the 

urban areas more essential regarding the human health quality (Polydoros and Cartalis, 2014) for both 

indoor and outdoor environs. Galony (1996) revealed that temperature is non uniform across the 

perimeter of a city and it’s largely dependent on land cover, location and the geometry of the city 

which are classified as local variables. Eludoyin et al. (2013) studied relative humidity, air 

temperature, thermal comfort and climate regionalization of Nigeria. The thermal comfort indices 

used such as THI, RSI, and effective temperature showed a contrasting result of thermal comfort for 

Nigeria due to variation in climate. Moreover, there was an observed increase in thermal stress from 

2000 at most stations mostly in the north and south-western region. 

  

This work seeks to assess the impact of urbanization on outdoor thermal comfort in selected Local 

Government Areas in Ogun state, by comparing trends in landuse/landcover with trends in 

temperature humidity index (THI), relative strain index (RSI), effective temperature index (ET), 

physiologically equivalent temperature (PET), and predicted mean vote (PMV). 

 

2.0. Methodology 

 

2.1. Study area 

https://agupubs.onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Yang%2C+Ben


Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 120 - 139 

122                                                                                                                                                                          Akinbobola and Fafure, 2021 

 

 
Figure 1: Maps showing location of the study area 

 

2.1.1. Data acquisition  

The research work used a gridded mean monthly data archived by ERA-INTERIM from the year 1982 

to 2018 and this dataset includes the meteorological parameters needed for outdoor thermal comfort 

studies such as; relative humidity, air temperature, wind speed and cloud cover. Four LGAs 

(Abeokuta south, Ijebu east, Shagamu, Ifo) would be focused on in the study area. The LGAs can be 

classified under two categories; rural and urban. Ijebu east as rural, Abeokuta south, Ifo and Shagamu 

urban areas. What influenced the decision to use these four LGA classified into two, is for the 

comparison between the rural and urban area. 

 

Rayman model was used in computing thermal comfort indices such as physiological equivalent 

temperature (PET), predicted mean vote (PMV) while effective temperature, relative strain index, and 

temperature humidity index were computed using a generally accepted formula for tropical regions. 

Outdoor thermal comfort indices like physiological equivalent temperature (PET) and predicted mean 

vote (PMV) asses thermal comfort in a thermo-physiological way, while Effective temperature (ET), 

relative strain index (RSI), and temperature humidity index (THI) does not. Figure 2 is the flowchart 

showing the procedure used in obtaining the data and methods used. 
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Figure 2: Flow chart showing how the data of each index were obtained 

 

The formulae used in computing ET, THI, and RSI have been used by various researchers (Ayoade, 

1978; Olaniran, 1982; Unger, 1999), and found to be valid and accepted for use in Nigeria and also in 

the tropics. 

 

2.2. Methods 

2.2.1. Estimation of THI 

THI was estimated with the algorithm modified by (Nieuwolt, 1977) which is; 

 

𝑇𝐻𝐼 = 0.8𝑇 +
𝑅𝐻 × 𝑇

500
 (1) 

 

where; THI – is Temperature Humidity Index, T – is air temperature, RH – is Relative Humidity 

The categories of THI classification is given in Table 1. 

 

Table 1: Thermal sensations with corresponding THI scale for Nigeria 
Thermal sensation THI scale for Nigeria (°C) 

Very cold <14 

Cold 14–17 

Cool 18 – 19.5 

Slightly Cool 20–22 

Neutral 23 – 24.6 

Slightly warm 24.7 – 27 

Warm 28–30 

Source: (Ogunsote, 2003; Olaniran, 1982; Ayoade, 1978; Markus and Morris, 1980; Omonijo and Matzarakis, 2011). 
 

2.2.2. Estimation of RSI 

RSI was estimated with the algorithm; 

 

𝑅𝑆𝐼 =  
[10.74 + 0.74 + (𝑇 − 35)]

44 − 0.0075 (𝑅𝐻. 𝑒𝑠)
 (2) 

 

where RH – Is Relative Humidity, T – Is the Air Temperature, es – saturated vapour pressure. 

 

The classification of RSI developed by (Kyle, 1992) is presented in Table 2. 
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Table 2: RSI classification 
RSI Proportion of persons unstressed/distressed (%) 

0.10 100 unstressed 

0.20 75 unstressed 

0.30 0 unstressed 

0.40 75 stressed 

0.50 100 stressed 

Source: (Kyle, 1992) 
 

2.2.3. Estimation of ET 

ET was estimated using the equation shown below: 

 

𝐸𝑇 = 𝑇 − 0.4(𝑇 − 10) (1 −  
𝑅𝐻

100
) (3) 

 

where T – Is the Air Temperature, RH – Is the Relative Humidity. 

 

Table 3 shows the effective temperature scale which gives the ranges of temperature for thermal 

sensation. 

 

Table 3: Thermal sensations with corresponding ET scale 
ET scale (◦C) Thermal sensation 

<18.9 Cold Stress 

18.9 – 25.6 Comfortable 

25.6 Heat Stress 

Source: (Eludoyin et al., 2013). 

 

2.2.4. Estimation of PET and PMV 

Matzarakis et al. (2007) developed Rayman model, an urban climate model which has been used for 

several studies on urban climate. This model was used in estimating PET and PMV. The comfort 

scale is presented in Table 4. 

 

Table 4: PMV comfort scale 
PMV values Human sensations 

-3 Cold 

-2 Cool 

-1 Slightly cool 

0 Neutral (comfort) 

+1 Slightly warm 

+2 Warm 

+3 Hot 

Source: Given by the American Society of heating, refrigerating, and air conditioning engineers, Inc (ASHRAE). 
 

The PET comfort scale is presented in Table 5. 

 

Table 5: PET comfort scale 
Thermal sensation PET range for Nigeria (◦C) 

Very cold <11 

Cold 11-15 

Cool 16-19 

Slightly cool 20-23 

Neutral 24-27 

Slightly warm 28-31 

Warm 32-36 

Hot 37-42 

Very hot >42 

Source: Given by the American Society of heating, refrigerating, and air conditioning engineers, Inc (ASHRAE). 

 

2.2.5. Land use change 

The satellite imagery for 1982, 2001 and 2018 were used. This selection was made considering the 

availability of a cloud free imagery in the study between 1982 and 1999 and other factors like scar 

line error found in Landsat 7, otherwise the interval would have been regular. 



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 120 - 139 

 

Akinbobola and Fafure, 2021                                                              125 

 

Imagery for the selected years were classified into urban areas (this includes industrial, commercial, 

residential and non-vegetated area), forest, vegetation’s (Thick bushes, farm lands, non-forest), and 

water bodies (lakes, rivers and ponds) using supervised method of classification. 

  

Field calculator was used in calculating the counts of the classified divisions into hectares. 

 

𝐻𝑒𝑐𝑡𝑎𝑟𝑒𝑠 =  
(𝐶𝑜𝑢𝑛𝑡 × 𝑆𝑞𝑢𝑎𝑟𝑒 𝑜𝑓 𝐶𝑒𝑙𝑙 𝑠𝑖𝑧𝑒 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑚𝑎𝑔𝑒)

10000
 (4) 

 

3.0. Results and Discussion 

 

3.1. Land use 

Figures 3(a-d), 4(a-d) and 5(a-d) show the land use trend in Abeokuta south, Ifo, Shagamu, and Ijebu 

east in 1986, 2000 and 2018 respectively. In these figures, it was observed that there is a significant 

deterioration of vegetation and forests from 1986 to 2018, while the urban areas keep expanding.  

This Figure 3(a-d) revealed the percentage covered by different classes of LULC in 1986. In 1986 

LULC of Abeokuta south shows that 55% of the land area was covered with vegetation, while 39% of 

the land area was urban and the remaining 6% were areas covered with forest. That of Ifo showed that 

68% of land area was covered with forest, while built-up areas and vegetation takes 7% and 25% 

respectively. Shagamu LULC revealed that forest covered up to 22% of the land, while vegetation 

took up to 73%; the built-up area covered just 5% of the land area. Ijebu east has little or no water 

body, 74% of Ijebu east land area was covered with forest, vegetation takes 25% and built-up areas 

covered 1% of the area. 

 

LULC of the four LGAs in 2000 is represented in Figure 4(a-d). It was observed in the figure that 

Abeokuta south had a slight decrease in the percentage of vegetation that covers the land area 

(vegetation – 54%), built-up area and forest still maintains 39% and 6% respectively. There was a 

notable addition of water body, which might have been covered by vegetation in Figure 3(a) 

representing 1986 LULC. Water body takes 1% of the land area. 

 

Ifo in 2000 as shown in Figure 4(a-d) has a 2% reduction from 1986 LULC in the amount of 

vegetation that covered the area (vegetation 66%). Built-up areas increased to 12% from 7% while 

forest reduced to 22% from 25%. Shagamu has 0% of vegetation, forest covered 92% of the land and 

remaining 8% were fuilt-up areas. No notable change in the LULC of Ijebu east from 1986 to 2000. 

Forest maintains 74%, vegetation 25%, and built-up areas 1%. 

 

In Figure 5(a-d) there was a drastic change in LULC for most of the LGAs when compared to 1986 

and 2000 LULC. Abeokuta south land area in the figure was observed to be covered by 93% built-up 

areas, 1% forest and 6% vegetation. Ifo land area increased in number of built-up areas to 37%, the 

amount of forest reduced to 45%, and the amount of vegetation in the area also decreased to 18%  

LULC of Shagamu in 2018, showed the amount of forest in the area increased to 58% from 22% in 

year 2000. Vegetation also reduced drastically to 17%, while 25% of built-up area was observed, 

which is a large increase from the 5% it was in 2000. Ijebu east LULC shows a noticeable increase in 

the amount of forest covering the area (forest – 85%), 14% of the area were covered by vegetation, 

while 1% of built-up area was still maintained. 

  

The increase in built up areas and deterioration in other classes such as (vegetation, forest and water 

bodies) shows that there is an increase in the level of urbanization in the four LGAs and Njoroge et al. 

(2011) already showed that land use related to human activities such as built areas increased to the 

detriment of wetland and vegetated areas, which signifies the city’s growth. A rapid increase in built-

up areas were observed in Ifo and Abeokuta south LGAs, while Ijebu east LGA has a slow increase in 

the built-up areas. A rapid increase in urbanization was however expected in Abeokuta south which is 

the capital of Ogun state. 
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(a) (b) 

  
(c) (d) 

Figure 3(a-d): Pie chart showing the percentage covered by different class of LULC in 1986 

 

  
(a) (b) 

  
(c) (d) 

Figure 4(a-d): Pie chart showing the percentage covered by different class of LULC in 2000 

 

ABEOKUTA SOUTH (LULC), 
1986 
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(a) (b) 

  
(c) (d) 

Figure 5(a-d): Pie chart showing the percentage covered by different class of LULC in 2018 

 

3.2. Annual trends of estimated thermal conditions 

Figure 6(a-e) shows the annual trends of AT, THI, PET, ET, RSI, PMV. Figure 6a shows the annual 

trends of estimated THI values, it can be observed that the highest value for THI in Abeokuta South, 

Ifo, Ijebu east were seen in 2010 (26.51, 26.65, 26.28 respectively) and Shagamu had its highest value 

both in 2010 and 2016 (26.58), while the lowest THI occurred in 1992 (Ifo 25.24, Ijebu East 24.69, 

Shagamu 25.07) except for Abeokuta South that has its lowest in 1989 which is 25. The figure 

showed increase in the trend of THI from 1982 to 2018 in all the LGAs; study from (Eludoyin et al., 

2013) shows that there was an increase in the value of THI in the tropical rain forest in region of 

Nigeria, which means an increase in the level of discomfort. 

 

According to the THI classification used by (Omonijo and Matzarakis, 2011), the THI estimated 

values in the areas studied can be observed to be comfortable from 1982, and the level of discomfort 

significantly increased over the years. Despite the increase in the discomfort level THI value hasn’t 

gone beyond the slightly warm THI classification level, however, some very close values to the upper 

limit of slightly warm level were noted. 

 

 
Figure 6a: Annual trends of estimated THI values from 1982 – 2018 

 

Figure 6b shows the trends of RSI values in the stations; the RSI values from 1982 to 2018 drastically 

increased, which means the level of thermal discomfort are on the rise in these areas. Abeokuta South 

and Shagamu have their least RSI values in 1989 (0.089 and 0.091 respectively) while Ifo and Ijebu 
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east had the least RSI values in 1992 (0.099 and 0.073 respectively). The peak RSI values for all the 

areas were in 2010 (Abeokuta South – 0.157, Ifo – 0.164, Ijebu east – 0.146, Shagamu – 0.160). The 

Kyle RSI classification (1992) shows that above 75% of people in the study area feels unstressed. 

  

 
Figure 6b: Annual trends of estimated RSI values from 1982 – 2018 

 

From the annual trends of PMV values in Figure 6c, it can be observed that there is an increase in 

thermal discomfort over the years. Based on PMV classification Ifo LGA exceeded the neutral 

(comfort) level all through the years (1982 – 2018), Abeokuta south and Shagamu had in one occasion 

recorded a PMV value at neutral level, while Ijebu east recorded PMV at neutral level in several 

occasions. 

  

 
Figure 6c: Annual trends of estimated PMV values from 1982 – 2018 

 

The annual trends of the PET value in the study area are shown in Figure 6d. The PET values of these 

areas can be categorized under slightly cool and neutral based on PET classification given by the 

American Society of heating, refrigerating, and air conditioning engineers, Inc (ASHRAE). Ijebu east 

PET values range from slight cool to neutral thermal conditions, while neutral conditions dominate all 

through (1982 – 2018) in Abeokuta south, Ifo, and Shagamu.  
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Figure 6d: Annual trends of estimated PET values from 1982 – 2018 

 

The annual trend of effective temperature (ET) is shown in Figure 6e. The four LGAs all have their 

peak in 2010 (Abeokuta south – 26.29, Ifo – 26.43, Ijebu – 26.11, Shagamu – 26.37), while the least 

values of ET were found in 1992, except for Abeokuta south that has it’s least ET value in 1989; 

Abeokuta south – 24.80, Ifo – 25.04, Ijebu – 24.53, Shagamu – 24.87. Using the ET classification by 

(Eludoyin et al., 2013), it can be deduced that the comfortability state of the four LGAs in the first 

decade has deteriorated, and the heat stress of this areas are on the rise. 

 

 
Figure 6e: Annual trends of estimated ET values from 1982 – 2018 

 

The coefficient of determination for THI, ET, RSI in the four local government is above 50% and it 

implies that there is a high chance for the increase trend to continue with time. Coefficient of 

determination for PMV and PET values in Ifo, Shagamu, and Ijebu east are above 50%, thus a higher 

chance for continuous increase in the trend; Abeokuta South PMV and PET value is slightly below 

50%. Coefficient of determination for MRT in the four LGAs is considerably low compared to the 

other five thermal comfort indices. Five out of the six thermal comfort indices in the four local 

government areas shows the rate at which thermal discomfort is increasing with time. 

 

From the plots (Figure 6a-e), similar trend patterns were observed. The annual trends depict that 

thermal discomfort had been on the increase for the past 37 years and it could be observed that the 

level of thermal comfort has deteriorated more in the last decade compared to the previous decades. 

21

22

23

24

25

26

27

P
ET

 (
O
 C

) 

YEAR 

Abeokuta Ifo Ijebu Shagamu

23.5

24

24.5

25

25.5

26

26.5

27

ET
 (

O
 C

) 

YEAR 

Abeokuta Ifo Ijebu Shagamu



Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 120 - 139 

130                                                                                                                                                                          Akinbobola and Fafure, 2021 

 

Ifo LGA appears to be the most thermally discomfort in all the four LGAs, while Ijebu East LGA is 

the most thermally comfortable. 

 

3.3. Spatial variations of estimated thermal conditions 

The spatial variations of the estimated mean of different thermal conditions (THI, RSI, PMV, PET, 

ET) from 1982 – 2018 are shown in the Figure 7(a-f). 
 

Figure 7a shows the spatial variation of THI mean value from 1982 – 2018. From the figure, the four 

LGAs thermal condition can be categorized under slightly warm condition based on THI classification 

(Omonijo and Matzarakis, 2011). Discomfort condition was more pronounced in Ifo while Ijebu east 

has the lowest level of thermal discomfort. Figure 7b which is the estimated RSI mean values shows 

that the study areas fall within RSI categories of 100% of persons who feel unstressed and 75% of 

persons who feel unstressed. The level of thermal discomfort was also noticed to be higher in Ifo and 

lesser in Ijebu east. 
 

Figure 7c represents the estimated PMV mean values; it also shows similar observations classifying 

the areas under slightly warm categories. With Ijebu east having a less thermal discomfort condition 

compared to the other LGA and Ifo has the highest discomfort level. Abeokuta south appear to be in a 

higher level of discomfort than Shagamu. 

  

From Figure 7d showing the PET mean value, it can be observed that the four LGAs falls under the 

neutral category. The estimated effective temperature mean value from 1982 – 2018 presented in 

Figure 7e shows that Ifo and Shagamu can be classified under the heat stress level based on the ET 

classification by (Eludoyin et al., 2013), while Ijebu East and Abeokuta South seats at the upper limit 

of the comfortability level of ET. 
 

 
Figure 7a: Spatial variation of estimated THI mean value for the period 1982 – 2018 

 

 
Figure 7b: Spatial variation of estimated RSI mean value for the period 1982 – 2018 
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Figure 7c: Spatial variation of estimated PMV mean value for the period 1982 – 2018 

 

 
Figure 7d: Spatial variation of estimated PET mean value for the period 1982 – 2018 

 

 

Figure 7e: Spatial variation of estimated ET mean value for the period 1982 – 2018 
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Figure 7f: Spatial variation of estimated MRT mean value for the period 1982 – 2018 

 

3.3. Thermal comfort and Land Use/Land Cover 

Figure (8a-p) show the trends of Air temperature and thermal indices along with the built-up areas 

within 1986 to 2018 in each LGAs, while Table 6 to 11 showed the percentage change of the built-up 

areas within 1986 to 2000 and 2000 to 2018. The built-up areas in Abeokuta south took as much as 

2785 hectares in 1986; it later increased with 37.4% to 3826 hectares, and by 2018 it expanded by 

72% to 6579 hectares. In 1986, built-up areas covered 3801 hectares in Ifo and by 2000 it increased 

by 62% to 6156 hectares; the built-up areas expanded drastically in 2018 by 214.3% (19351 hectares 

in 2018). Shagamu built-up areas increased by 60.9% from 3157 hectares in 1986 to 5079 hectares in 

2000, and then further increased by 206.2% to 15554 hectares in 2018. Ijebu east recorded 1579 

hectares covered with built-up areas in 1986, with 62% change from 1986 to 2000 it expanded to 

2724 hectares and by 2018 it has expanded to 2843, which is only 4.4% increase from 2000. 

 

It can be observed also from the figures that air temperature and the estimated thermal indices 

increases along with increase in Built-up areas from 1986 to 2018. Similar studies show that 

urbanization or more impervious surfaces have result to rising temperature in urban areas. (Silva et 

al., 2018) found that rapid urbanization in Paçodo Lumiar County, Brazil had a significant impact on 

its surface temperature, which result to 5.3°C increase in urban surface temperature within 1988 and 

2014 (a warming trend of 2.03°C/ decade), due to the result of the increase in the areas of impervious 

surfaces. Xiong et al. (2012) studied the urbanization impact in the urban climate of Guangzhou, 

South China showed that the highest increase in temperature anomalies was strongly associated with 

built-up areas. There were some exception; MRT in the four LGAs, had a lesser value in year 2000 

compared to that of year 1986, but then, it increases to a higher value in 2018. Abeokuta south and Ifo 

LGAs maintained the same value of PMV in 1986 and 2000. 

  

It can also be observed that among the four LGAs Ijebu east has the lowest urban development rate 

and it appears to be the area with the least thermal discomfort, while Ifo appears to be the highest both 

in urban development rate and thermal discomfort level. However, environmental development as 

studied by (Unger, 1999); can cause disruption of wind flow and air turbulence by built-up areas, 

alteration of natural radiation balance, upset of water vapour balance due to change of moist surfaces 

and the emission of artificial heat, water vapour through combustion processes. There has being an 

increase in commerce and industry with the human population, and the impacts on local climate 

cannot be overemphasized with ‘heat islands’ in many of the towns (Omogbai, 1985; Aina, 1989; 

Oniarah, 1990; Adebayo, 1991; Efe, 2004; Adelekan, 2005; Akinbode et al., 2008). Robaa (2011) 

investigated the effect of urbanization on outdoor thermal human comfort in greater Cairo region. The 

study showed that urbanization plays a major role in the increase of human hot uncomfortable feeling, 

which limits human activities in the urban area, whereas the rural conditions lead to optimum weather 

comfort for further and more human activities. 
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Table 6: Built-up areas in Abeokuta south and Ifo and its percentage change within 1986 to 2018 
Year Built-up Areas in 

Abeokuta South 

(hectares) 

Percentage Change 

(%) 

Built-up Areas in Ifo 

(hectares) 

Percentage Change 

(%) 

1986 2785 37.4 

 

72 

3801 62 

 

214.3 
2000 3826 6156 

2018 6579 19351 

 

Table 7: Built-up areas in Shagamu and Ijebu East (°C) and its percentage change within 1986 to 

2018 
Year Built-up Areas in 

Shagamu (hectares) 

Percentage Change 

(%) 

Built-up Areas in 

Ijebu East 

(hectares) 

Percentage Change 

(%) 

1986 3157 60.9 

 

206.2 

1579 72.5 

 

4.4 
2000 5079 2724 

2018 15554 2843 

 

Table 8: Trends in built-up areas, greenspace, and selected thermal comfort indices in Abeokuta 

South 
Year Built-up area (Ha) Greenspace (Ha) THI (°C) ET (°C) PET (°C) RSI PMV 

1986 2785 4315 25.116 24.932 24.9 0.0919 1.1 

2000 3826 3232 25.454 25.255 24.9 0.107 1.1 

2018 6579 301 26.192 25.961 26.1 0.141 1.3 

 

Table 9: Trends in built-up areas, greenspace, and selected thermal comfort indices Ifo 
Year Built-up area (Ha) Greenspace (Ha) THI (°C) ET (°C) PET (°C) RSI PMV 

1986 3801 48299 25.313 25.118 25 0.101 1.1 

2000 6156 45944 25.682 25.482 25 0.117 1.1 

2018 19351 32749 26.363 26.127 26.2 0.149 1.3 

 

Table 10: Trends in built-up areas, greenspace, and selected thermal comfort indices in Shagamu 
Year Built-up area (Ha) Greenspace (Ha) THI (°C) ET (°C) PET (°C) RSI PMV 

1986 3157 58243 25.140 24.959 24.7 0.093 1 

2000 5079 56,321 25.526 25.332 24.7 0.110 1.1 

2018 15554 45846 26.242 26.010 26 0.143 1.3 

 

Table 11: Trends in built-up areas, greenspace, and selected thermal comfort indices in Ijebu East 
Year Built-up area (Ha) Greenspace (Ha) THI (°C) ET (°C) PET (°C) RSI PMV 

1986 1579 221216 24.843 24.703 24.2 0.078 0.9 

2000 2724 220081 25.174 25.015 24.1 0.093 1 

2018 2843 220019 25.901 25.702 25.5 0.127 1.2 

 

 
Figure 8a: Trends of THI, PET, and built-up areas in Abeokuta South 
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Figure 8b: Trends of ET and built-up areas in Abeokuta South 

 

 
Figure 8c: Trends of RSI, PMV, and built-up areas in Abeokuta South 

 

 
Figure 8d: Trends of air temperature and built-up areas in Abeokuta South 

 

 
Figure 8e: Trends of THI, PET, and built-up area in Ifo 
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Figure 8f: Trends of ET and built-up areas in Ifo 

 

 
Figure 8g: Trends of RSI, PMV, and built-up areas in Ifo 

 

 
Figure 8h: Trends of air temperature and built-up areas in Ifo 

 

 
Figure 8i: Chart showing the trends of THI, PET, and built-up area in Shagamu 
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Figure 8j: Trends of ET and built-up areas in Shagamu 

 

 
Figure 8k: Trends of RSI, PMV, and built-up areas in Shagamu 

 

 
Figure 8l: Trends of air temperature and built-up areas in Shagamu 

 

 
Figure 8m: Trends of THI, PET, and built-up areas in Ijebu East 
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Figure 8n: Trends of ET and built-up areas in Ijebu East 

 

 
Figure 8o: Trends of RSI, PMV, and built-up areas in Ijebu East 

 

 
Figure 8p: Trends of air temperature and built-up areas in Ijebu East 

 

4.0. Conclusion 

 

This study assessed the impact of urbanization on the outdoor thermal conditions in Abeokuta South, 

Ifo, Shagamu, Ijebu East. The thermal condition of the four selected local government areas has 

deteriorated progressively along with increase in built-up areas. The area that’s least developed (Ijebu 

East) was found to be more comfortable than others, while the area with the highest rate of 

development (Abeokuta south and Ifo LGAs) has the highest level of thermal discomfort. 

 

Heat stress is known to have influence in the mental and physical efficiency of man. In tropical areas 

like Nigeria, illnesses resulting from extremely high temperatures and excess heat leading to heat 

stroke, and heat cramps are very common. Hence, the reason why thermal comfortability deserves 

some close study. 
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ABSTRACT 
 

It is widely known that quarry industry has great importance in developing countries, such as 

Nigeria. There is paucity of information regarding effects of noise experienced by quarry workers 

during their working time. Therefore, this study investigated the influence of age of workers, years 

of exposure of workers and noise level of the machine used in quarry on hearing threshold. A 

factorial design of experiment was employed for the investigation. Two hundred and four quarry 

workers volunteered for this study from four quarries in South western Nigeria. Emitted noise, 

which quarry workers were exposed to during machinery operation, was measured with a digital 

sound level meter and workers hearing threshold was measured in an audiogram sound proofing 

testing booth at standard conditions. Predicted models were established from experimental design 

to determine main and interactions effects towards the response (hearing threshold). These were 

statistically analysed using analysis of variance (ANOVA). All terms of the models were significant 

at p<0.05. The best fitted model was at 4kHz (R
2 

= 0.639, p<0.05). The magnitudes of the main 

effect of the factors are in ascending order of noise level >years of exposure>age. The analysis of 

the experimental response indicated that there is no interaction of any factors on the hearing 

threshold. It can be concluded that age, years of exposure and noise level have main effects at 

various capacities at different frequency to predict the hearing threshold of the quarry workers. 

This work determined the factors and the predicted model to spell out safe hearing threshold of 

quarry workers that fitted for the job at a particular noisy workstation as well as ensuring 

comfortable, safe and effective workstation design. 

 

Keywords: Factorial design, Safe hearing threshold, Quarry workers, Noise level, High frequency 

 
1.0. Introduction 

 

In the industrial sense, noise usually means excessive sound or harmful sound (Al-Maghrabi et al., 

2013). Sound is generally understood as a pressure wave in the atmosphere. Human sense of hearing 

can detect both of these characteristics. Pressure intensity is sensed as loudness, whereas pressure 

frequency is sensed as pitch. For human being hearing perception, low frequency noise is 250 Hertz 

(Hz) and below. High frequency noise is 2000Hz and above. Mid-frequency noise falls between 250 

and 2000Hz.The formal recording of an individual’s hearing forms the basis of the audiogram. 

Auditory sensitivity is usually assessed by means of Pure Tone Audiometry, which measures the 

lowest detectable sound levels at different frequencies. This measurement may reflect the loss of 

sensitivity to weak sounds (Lobarinas et al., 2013) an individual’s threshold hearing to pure tones at 

different frequencies (250-8000Hz) is performed.  

 

The workers exposure time weighted average for high noise level working environment, requires the 

wearing of earplugs and earmuffs all together. Proper insertion of earplugs in the ears is the only 

guarantee to efficacy of the earplugs. Earmuffs have higher noise reduction rating than earplugs (Abe 
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et al., 2009).The most important factor in selecting a type of noise protection is probably effectiveness 

in reducing decibel level of noise exposure. The workers’ comfort factor goes beyond the simple goal 

of promoting worker satisfaction. If workers find a type of ear protection uncomfortable or awkward 

to wear they will use every excuse not to wear it, which results in loss of protection. Due to ever 

increasing level of industrialization, industrial noise is an ever growing problem. It is very important 

to be able to quantify and control this noise and thus its effects on man and its environment. This can 

be better achieved if planning ahead of an envisaged potential danger which may be caused eventually 

if not controlled. Although normally, individual noise is one of the less prevalent community noise 

problems, neighbours of noisy manufacturing plants can be disturbed by sources such as fans, motors, 

compressors etc. mounted on the outside building (Ojolo and Ismail, 2011). 

 

The prevalence of hearing loss increases with age (Akeroyd, 2014). Excessive sound is one of the 

most common causes of hearing loss. The hazardous effects of noise on hearing have been studied for 

over a century. Over the past few decades, considerable attention has been given to the mechanisms 

and features of noise induced hearing loss (Solanki et al., 2012). The sound levels in urban 

communities are apparently rising, and the nuisance value of unwanted sound is greatly increased 

(Karvana et al., 2012). The most serious pathological effect of noise on man is hearing loss leading to 

complete deafness. The victim is generally unaware of it at the early stages. It is unfortunate that 

workers failed to realize that the repeated and continuous exposure to noise above 90dBA may result 

in permanent hearing loss. Noise Induced Hearing Loss (NIHL) initially affects the frequencies of 6, 

4, or 3kHz, and with the progression of the loss, it can reach the regions of 8, 2, 1kHz, 500 and 

250Hz. Moreover, the individual can have tinnitus and discomfort related to intense sounds, and once 

the noise exposure ends, there is no more hearing loss progression (Hong et al., 2013; England and 

Larsen, 2014; Biassoni et al., 2014). Noise induced damages amount to approximately 4 million 

dollars per day (McBride, 2004; Williams et al., 2004). Tinnitus can be defined as an auditory 

illusion, or sound sensation unrelated to the external source of stimulation. This is frequently related 

to hearing loss, but it is also known to be presented in individuals without apparent hearing loss 

(Ibraheemm and Hassaan, 2016).When susceptible, unprotected ears are exposed to loud noise 

potentially injurious to hearing, the inner ear seems to react in one of three ways: by adapting to the 

noise (i.e. the inner ear seems to “toughens” in some individuals), by developing a Transient 

Threshold Shift (TTS) or a Permanent Threshold Shift (PTS) (England and Larsen, 2014). TTS refer 

to a transient sensorineural hearing loss lasting hours to a few days. Hearing thresholds are depressed 

until the metabolic activity in the cochlear recovers. For this reason, workers ideally should be out of 

noise for at least 24hours if not 48hours prior to audiometric testing to avoid the effects of TTS on 

hearing. PTS refers to a permanent loss of sensorineural hearing which is the direct result of 

irreparable injury to the organ of Corti. Noise induced deafness generally affects hearing between 

3000-6000Hz with maximal injury centring around 4000Hz initially, an important point to remember. 

 

As age affects sensitivity to the high frequencies of noise is lost first and the loss is irreversible. In 

audiometry, such loss is described as a permanent threshold shift. Audiometric testing consists of 

determination of the minimum intensity (the threshold) at which a person can detect sound at a 

particular  frequencies is lost as a result of age or damage, the intensity at which a stimulus can be 

detected increases. It is in this sense that hearing loss can be described as a threshold shift. Studies 

have shown age decrements in performance of sustained attention tasks. Onder et al., (2012) studied 

NIHL in mines at Turkey.  They had applied statistical analysis (hierarchical log-linear) of the data.  

Data were collected from a quarry and stone crushing screening plant.  According to their study, the 

risky occupation job group of the places surveyed was the drivers and this job group had high 

possibility of exposure to 70 - 79dBA noise levels.  The drivers, especially of the 46 – 54 years age 

group, had experienced NIHL. When the important interactions in the analyses were evaluated, it was 

found out that 4-11 years experienced crusher workers working in the stone crushing - screening 

plants had high probability of NIHL because of high exposure to 90 - 99dBA noise level.  Bouloiz et 

al., (2013) presented an analysis, by a combination of dynamic systems and fuzzy logic, of the work 

environment of human factor. This environment contains a set of factors (variables) that influence 

human behaviour in the context of industrial safety. Fuzzy logic is used to account the qualitative and 

uncertain nature of variables value resulting from the phenomenon of perception.  The fuzzy logic 

was used for modelling the safe behaviour of human factor. 
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Ojolo and Ismail (2011) modelled the effects of noise on machine operators. Major hearing losses 

were traced to noise generated by machinery. The results showed that hearing loss increases with 

increase in frequency and age; and is influenced by the loudness level and sound intensity. Fourth 

order Newton difference scheme was used in modelling; the result was simulated using MATLAB 

program with the operator’s age as the major factor. Other effects are indirect health, psychosocial 

and economic effects which can lead to social isolation and reduced quality of life (Bainbridge and 

Wallhagen, 2014; Mick et al., 2014; Kamil and Lin, 2015). Older persons with hearing loss are prone 

to hospitalization (Genther et al., 2013), death (Contrera et al., 2015; Fisher et al., 2014), as well as 

higher rates of dementia (Lin et al., 2011;  Gallacher et al., 2012), and depression  (Li et al., 2014; 

Mener et al., 2013), even when known risks for these abnormality are considered. (Lin et al., 2011; 

Allen and Eddins, 2010) stated that annual health care costs for middle-age United States of America 

adults with hearing loss are significantly higher than the costs of care for those without hearing loss. 

Person with hearing loss achieve lower level of education and cognition than those with normal 

hearing, higher unemployment level or underemployment which may results to lower income level 

than those with normal hearing (Starr and Rance, 2015).  

 

There are two major methods used for analysing the variables: classical and statistical. The former 

method is a conventional method approach, involves varying one independent variable at a time, 

(OVAT), or one-factor-at-a-time, (OFAT) has been found to be useful to observe the individual 

effects on certain components and process conditions. It is however, lacking in predicting the 

interaction and interrelationship between the various components influencing the realization of a 

particular response(s). But found to be full of bias, tiring, and time consuming by having too much 

experimental runs. This is further argued by the fact that variable cannot be studied by varying one 

factor at a time, as it often does not allow determination of actual optimum level of different 

components, as well as identification of vital factors affecting a system or process (Ridzuan and 

Yacoub, 2016). The latter methods which include factorial experiments, provides an alternative 

approach through screening of a particular process by considering individual or linear and mutual 

interactions among the variables and give an estimate of the combined effect of these variables on the 

final results. 

 

Though many research work has been done in the area of the factors affecting hearing threshold (age, 

years of exposure and noise level), but this work is yet to come across the degree of contributions of 

each independent variable factors to the dependent factors. In lieu of this observation, this work will 

analyze the contributions of age, years of exposure and noise level to the hearing threshold at each 

frequency by applying factorial experimental statistical design to screen the main and interactions 

effects of the independent variables on the dependent variables. Following are the objectives of this 

study: 

 To estimate the amount of noise emitted by various heavy earth moving machineries which 

workers are exposed to during working hours in a stone quarry 

 To develop a predictive model of occupational noise impact on quarry workers. 

 To determine contribution of each of independent variables (age of workers, years of 

exposure and noise level) on the dependent variable (hearing threshold) as well as their 

interactive effects. 

Four quarry sites were selected for this study. Two hundred and four workers volunteered for this 

study for the first research arrangement in the month of June – July, 2017. The permission of the 

quarry management was obtained prior to the start of the study. Participants from different sections in 

each quarry were selected and were notified several days before the commencement of the study, 

given consent form to sign and questionnaire answered before data collection began. All tools and 

equipment used in this study were evaluated using standard procedures, pretested and revised to 

ensure their validity and reliability to ensure uniformity in the administration of the data from the 

study. The workers in this study had completely rested for 48 hours or more after their day shift in 

order to prevent transient hearing loss.  

 

 
2.0. Methodology
  

2.1. Subject selection 
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2.2. Noise measurement 

This study considered the operators that are exposed directly to the following noise emitted 

equipment: Primary Crushers, Secondary Crushers, Dumpers, Payloader, Wagon drilling machine, 

Lathe, Drilling Machine and Excavator. Their operations were used in categorizing the workers into 

seven groups: Primary Crusher, Secondary Crusher, Compressor, Dumper, Wagon Drilling, Pay 

loader, Lathe, Drilling Machine and Excavator operators and Administrative staffs. Digital Sound 

Level Meter (TESTO 815) with sound calibrator (TESTO 0554.0452) which was used to calibrate the 

sound level meter to the appropriate level, in conformity to the American National Standard Institute, 

ANSI, and Standard SI. 4 – 2006 was used for the noise emitted by the machine in the quarry. It 

consists of a microphone that converts sound pressure variations into electrical signals, a frequency 

selective amplifier, a level range control, frequency weighting to shape the frequency response of the 

instrument, and an indicator. The reading was then compared with the calibrator’s value. The sound 

level meter was adjusted when required to bring it into calibration. For each particular application, the 

measurement technique was carefully chosen and controlled to obtain valid and consistent results. A-

weighted frequency scales with fast response setting; Type 1 Sound Level Meter was used in this 

work since it measures how noise fluctuates over time rather than noise exposure.  

 

2.3. Audiometric testing 

Audiometric test was conducted in an audiogram sound proofing testing booth (TRIVENI TAM -10 

5100B) (Howard et al., 2017), on each subject at the hospital in Ibadan by a specialist. Ambient noise 

met the American National Standards Institute S3.1 standards for maximum permissible ambient 

noise levels. Audiometric air conduction tests were performed by pre-setting a pure tone at the 

frequencies of 250, 500, 1000, 2000, 3000, 4000, 6000 and 8000Hz at 5dBA intervals to the ear of the 

participant through an earphone. These are the conventional sound frequencies related to the human 

auditory system. The hearing threshold (dB) was recorded at the frequency at which a particular 

lowest tone was perceived and the participants respond. Hearing was considered normal if the 

threshold level was less than or equal to 25dBA at a frequency (Gallacher et al., 2012; Fisher et al., 

Kamil and Lin, 2015; Ibraheemm and Hassan, 2016; Howard et al., 2017). The intensity of the stimuli 

was increased beyond 25dBA at any frequency until a response was obtained. Intervals of 5 seconds 

duration were maintained between the tones.  The duration of the pre-set tone was 1 – 3 seconds. The 

total time used to perform the audiometric test on a subject was 3 – 5 minutes. 

 

2.4. Factorial design for screening parameters affecting hearing threshold 

In this study, three factors: age, years of exposure, and noise level were selected and screened for their 

effect on hearing threshold using a multilevel 1^3^4^5 full factorial design. Selection of the factors 

was based on previous research from several articles based on one factor at a time (OFAT). Table 1, 2 

and 3 shows the coded value of independent variables. The factorial design of Experimental Design 

SPSS 23.0 was used to design and analyse the experimental data. Each variable effects and 

interactions on the hearing threshold was statistically determined. A first-order polynomial model that 

can estimate the main effects of the experimental factors as well as interactive effects is appropriate 

for modelling (Onsekizoglu et al., 2010). The first-order model with interaction terms proposed for 

each response variable Y was based on the multiple linear regression method. A p-value for a given 

factor less than 0.05 (95% confidence interval) was considered as significant. For three factors 

system, a polynomial equation model was used to predict the response of hearing threshold to the 

selected variables: 

 

𝑌 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝛽12𝑥1𝑥2 + 𝛽13𝑥1𝑥3 + 𝛽23𝑥2𝑥3 (1) 

 

where, 

 β0 was the constant term, β1, β2, β3are the main effects, β12, β13, β23 are the interaction effects, and 

statistically non-significant terms were eliminated by stepwise deletion. Regression analyses of the 

residual values, analysis of variances, normal probability plot were used to evaluate the goodness of 

fit of the models and significance of each regression coefficient. F-test was used to test for the 

statistical significance. 
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Table 1: Codes, ranges and age classifications 
Code Levels of age (years) Classification 

1 15 – 30 Young age 

2 31 – 50 Middle age 

3 51 – 70 Senior age 

 

Table 2: Codes, ranges and years of exposure classifications 
Code Levels of years of exposure Classification 

1 0 – 10 Short term 

2 11 – 20 Medium term 

3 21 – 30 Long term 

4 30+ Very long term 

 

Table 3: Codes, ranges and noise levels classifications 
Code Levels of noise level Classification 

1 25 – 45 Low 

2 46 – 65 Medium 

3 66 – 85 High 

4 86 – 105 Very high 

5 105+ Extremely high 

 

3.0. Results and Discussion 

 

3.1. Noise measurement at various facilities under study 

The four understudied quarries had different production units with more or less of the same type of 

machinery. The noise measurement values were in the range of 87.3dBA to 116.98dBA, which 

implies that the noise levels produced exceed the limiting threshold level of 85dBA except in 

administrative block. 

 

3.2. Mean hearing threshold level of respondent 

The mean hearing threshold among all workers in the quarry was 27.9dBA and 105 respondents 

(51.7%) had hearing threshold higher than 25dBA. The differences between the mean values of 

hearing threshold level of the respondent of the four quarries are not significant (one-way ANOVA). 

Thus, the respondents at all the quarries were subjected to about the same working conditions and 

environmental noise levels.  

 

3.3. Effect of factors of age, years of exposure and noise level on hearing threshold at frequency 3 

kHz 

Table 5 shows that main effect of Years of exposure F- value (FVE) = 3.608, p = 0.015 and Noise level 

F- value (FNL) = 3.553, p = 0.008, are significant (R
2 

= 0.448, p < 0.05) with large effects that 

accounted for 52.8% of the variability in hearing threshold at 3kHz. Years of exposure has the highest 

contribution of 29.9% as shown in Table 6. None of the factors interactions are significant. The 

normal probability curve of residual is considerably linear, which suggested the adequacy of the 

model. 

 

The model equation: 

 

𝐻𝑇 = 3.70 + 0.0551𝑉𝐸 + 0.233𝑁𝐿 (2) 

 

where, 

HT is the Hearing Threshold. 

 

The model is appropriate for the data as the normal probability plot of residual is approximately linear 

as shown in Figure 1. 
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Table 5: Analysis of Variance (ANOVA) of the independent variables at frequency 3kHz 
Source Sum of square df Mean square F P value 

Corrected Model 7233.342 22 328.788 6.189 .000* 

Intercept 63632.906 1 63632.906 1197.826 .000* 

VE 755.058 3 251.686 3.608 .015* 

NL 574.951 4 143.738 3.553 .008* 

VA 262.920 2 131.460 2.475 .087 

VE*NL 704.385 7 100.626 1.894 .073 

VE*VA 23.834 2 11.917 .224 .799 

NL*VA 197.282 3 65.761 1.238 .298 

VE*NL*VA .000 0    

Error 8924.773 168  53.124  

Total 494959.000 191    

Corrected Total 16158.115 190    

R Squared = .448 

*P < 0.005 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 

 

Table 6: Factor effect estimates and sums of squares for the independent variables at frequency 3kHz 
Factor Regression coefficient Effect estimate Sum of square % contribution 

VE 0.551 1.102 755.058 29.98 

NL 0.233 0.466 574.951 22.83 

VA 0.057 0.114 262.920 10.44 

VE*NL -0.002 -0.004 704.385 27.97 

VE*VA 0.002 0.004 23.834 0.95 

VE*NL*VA -1.05E-5 -2.11E-5 0.000 0.00 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 

 

 
Figure 1: Normal probability plot of standardized residual dependent variable at frequency 3kHz 

 

3.4. Effect of factors of age, years of exposure and noise level on hearing threshold at frequency 4kHz 

Table 7 shows that Age F- value FVA= 6.135, p = 0.003, FVE= 9.108, p = 0.000 and FNL = 8.464, p = 

0.000, have main effects on the hearing threshold and are significant (R
2 

= 0.639, p < 0.05). Table 8 

shows 79.7% of the variability of the factors in hearing threshold at 4kHz. Years of exposure have the 

highest contribution of 36.73% followed by Noise level with 29.64%. None of the factors interactions 

are significant. The model equation: 

 

𝐻𝑇 = 20.579 − 0.418𝑉𝐴 + 0.383𝑉𝐸 + 0.197𝑁𝐿 (3) 

 

where, 

HT is the Hearing Threshold. 
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Table 7: Analysis of Variance (ANOVA) of the independent variables at frequency 4kHz 
Source Sum of square df Mean square F P value 

Corrected Model 23718.432 22 1078.111 13.504 0.000* 

Intercept 98141.058 1 98141.058 1229.277 0.000* 

VE 2702.947 3 900.982 9.108 0.000* 

NL 2181.511 4 545.378 8.464 0.000* 

VA 979.573 2 489.786 6.135 0.003* 

VE*NL 1104.957 7 157.851 1.977 0.061 

VE*VA 93.197 2 46.599 0.584 0.599 

NL*VA 297.497 3 99.166 1.242 0.296 

VE*NL*VA .000 0    

Error 13412.521 168 79.836   

Total 844496.000 191    

Corrected Total 37130.953 190    

R Squared = .639 

*P < 0.05 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 

 

Table 8: Factor effects estimates and sums of squares for the frequency 4kHz 
Factor Regression coefficient Effect estimate Sum of square % contribution 

VE 0.383 0.766 2702.947 36.73 

NL 0.197 0.3094 2181.511 29.64 

VA -0.418 -0.836 979.573 13.31 

VE*NL 0.000 0.000 1104.957 15.01 

VE*VA 0.019 0.038 93.197 1.27 

NL*VA 0.008 0.016 297.497 4.04 

VE*NL*VA 0.000 0.000 0.000 0.00 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 

 

The normal probability plot of residual of has minimal negligible extensions away from linearity; the 

model fits the data (Figure 2). 

 

 
Figure 2: Normal probability plot of standardized residual dependent variable at 4kHz 

 

3.5. Effect of factors of age, years of exposure and noise level on hearing threshold at frequency 6kHz 

Table 9 shows that only FNL=7.026, p < 0.05 is significant with 51.2% contribution of the variability 

in hearing threshold (Table 10). None of these factor interactions are significant. The normal 

probability plot of standardized residual dependent variable proves that the model is good for the data. 

The value of R
2
 = 0.229, p<0.05 obtained at this frequency is too small, this situation calls for further 

studies. The model equation: 

 

𝐻𝑇 = −23.072 + 0.809𝑁𝐿 (4) 

 

where, 

HT is the Hearing Threshold. 
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Table 9: Analysis of Variance (ANOVA) of the independent variables at frequency 6kHz 
Source Sum of square df Mean square F P value 

Corrected Model 6922.589 22 314.663 2.270 .002* 

Intercept 559997.767 1 559997.670 403.973 .000* 

VE 386.766 3 128.922 .930 .428 

NL 3895.971 4 973.993 7.026 .000* 

VA 392.388 2 196.194 1.415 .246 

VE*NL 1538.404 7 219.772 1.585 .143 

VE*VA 821.660 2 410.830 2.964 .054 

NL*VA 577.814 3 192.605 1.389 .248 

VE*NL*VA .000 0    

Error 23287.777 168 138.618   

Total 433355.000 191    

Corrected Total 30210.366 190    

R squared = .229, 

*P < 0.05 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 

 

Table 10: Factor effect estimates and sums of squares for the independent variables at frequency 

6kHz 
Factor Regression coefficient Effect estimate Sum of square % contribution 

VE -5.942 11.884 386.766 5.08 

NL 0.809 1.618 3895.971 51.18 

VA -0.819 1.638 392.388 5.15 

VE*NL -0.074 -0.148 1538.404 20.21 

VE*VA -0.016 -0.232 821.660 10.79 

NL*VA -0.010 -0.020 577.814 7.59 

VE*NL*VA 0.001 0.002 0.000 0.00 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 

 

3.6. Effect of factors of age, years of exposure and noise level on hearing threshold at frequency 8kHz 

Table 11 presents the ANOVA test of Between-Subject Effect. FVE= 7.873, p = 0.000, FNL = 6.075, p 

= 0.000 and FVA = 3.293, p = 0.040 are significant (R
2
 = 0.467, p < 0.05) with large effects that 

together account for 77.1% of the variability in hearing threshold at 8kHz (Table 12); as years of 

exposure has the highest contribution of 34.36% followed by Noise level with 33.39%. None of the 

factor interaction is significant. The normal probability curve of residual is approximately linear, 

which indicates the adequacy of the model. The model equation: 

 

𝐻𝑇 = 39.489 − 0.799𝑉𝐴 + 0.511𝑉𝐸 − 0.022𝑁𝐿 (5) 

 

where, 

HT is the Hearing Threshold. 

 

The normal probability plot of residual is a little skewed on one side; just as other normal probability 

plots of residual under previous frequencies; there are no outliers. The model is still good for the data 

(Figure 3). 

 

 
Figure 3: Normal probability plot of standardized residual dependent variable at 6kHz 
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Table 11: Analysis of Variance (ANOVA) for the independent variables at frequency 8kHz 
Source Sum of square df Mean square F P value 

Corrected Model 13076.375 22 594.381 6.693 .000* 

Intercept 53333.103 1 53333.103 600.537 .000* 

VE 2158.156 3 719.385 7.873 .000* 

NL 2097.679 4 524.419 6.075 .000* 

VA 584.971 2 292.485 3.293 .040* 

VE*NL 796.617 7 113.802 1.281 .262 

VE*VA 395.532 2 197.766 2.227 .111 

NL*VA 248.509 3 82.836 .933 .426 

VE*NL*VA .000 0    

Error 14919.918 168 88.809   

Total 481408.00 191    

Corrected Total 27996.293 190    

R Square = .467 

*P < 0.05 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 
 

Table 12: Factor effect estimates and sums of square for the independent variables at frequency 8kHz 
Factor Regression coefficient Effect estimate Sum of square % contribution 

VE 0.511 1.022 2158.156 34.36 

NL 0.022 0.044 2097.679 33.39 

VA -0.799 -1.598 584.971 9.31 

VE*NL -0.006 -0.012 796.617 12.68 

VE*VA 0.022 0.044 395.532 6.30 

NL*VA 0.013 0.026 248.509 3.96 

VE*NL*VA 0.000 0.000 0.000 0.00 

VA, VE and NL are independent variables of age, years of exposure and noise levels respectively 

 

The model is appropriate for the data as the normal probability plot of residual is approximately linear 

(Figure 4). The present study investigated the physiological response of quarry workers working in 

noisy environment. Amount of noise emitted by various equipment which workers were exposed to 

during work in selected quarries were estimated. The noise measurement values in this study were in 

the range of 28.4dBA in the administrative section to 116.98dBA in the production section. The mean 

hearing threshold among all workers in the quarry was 27.9dBA, 51.7% had hearing threshold level 

higher than 25dBA. The differences between the mean values of hearing threshold level of the 

respondents of the four quarries are not significant (F=1.068, P=0.364) which indicated that all the 

quarries were subjected to about the same working conditions and environmental noise. There is a 

stronger linear relationship between the average hearing loss over the frequencies 3kHz through 

8kHz, and the age of workers, years of exposure and noise level. Seventy percent of the variation in 

hearing threshold is sought in and explained by the factors variables. Therefore 30% variation in 

hearing loss is explained by variable not figured in the model. The maximum association between 

hearing loss and age, years of exposure and workstation at 4kHz indicates a dip notch at the 

characteristic frequency. This is in agreement with Akanbi and Oriolowo (2016).  It can be concluded 

that a number of the respondent may have been exposed to areas with high noise levels in the 4kHz 

frequency. There was also a relationship between hearing loss, and age at all workstations with the 

degree of association between 0.6 and 0.9; also with years of exposure between 0.5 and 0.9. 

 

 
Figure 4: Normal Probability plot of standardized Residual Dependent variable at 8kHz 
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4.0. Conclusion 

 
It can be concluded that most of the machines used in quarry operation produces noise level in the 
range of 87.3 - 116.9dBA which is greater than the acceptable threshold sound level; except in the 
administrative section where the noise level is 28.4dBA which is lesser than the acceptable threshold 
of 85dBA. The discrepancies between the noise level in the administrative block and quarry section 
also indicates the proneness of the workers at quarry section to the higher hearing threshold than the 
administrative workers. This study has established statistically that all respondents’ at all four 
different quarries were subjected to about the same working conditions and environmental noise level. 
The study further revealed the impacts of the age, years of exposure and noise level on the hearing 
threshold across some frequency which is used in modelling formulation. The contributions of each 
independent variable and their interactive effects on the dependent variables were spelt out at the 
various frequencies. At frequency 4kHz and 8kHz, there is only main effect contribution of age, years 
of exposure and noise level with no interactive effect indicating that the 3 factors mentioned can 
independently predict the hearing threshold of the workers. Only main effects of years of exposure 
and noise level are the determining factors on the hearing threshold of workers at frequency 3kHz; 
while only the noise level as main variables at the frequency 6kHz can determine the hearing 
threshold of the workers. Conclusively, the degree of predictors and contribution of Noise level > 
Years of exposure > Age to the hearing threshold at 3, 4, 6 and 8kHz. These finding are of concern to 
the researcher in order to have the independent variables data before embarking on recruiting workers 
to be working in noisy environment in order to protect their hearing status. 
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ABSTRACT 
 

In this study, multiple linear regression models were employed in the correlation of gas supply and 

power generation using a gas Power Plant in Niger Delta, Nigeria as a Case study. From the 

analysis based on outlier detection, reliability analysis and test of homogeneity, it was observed 

that the independent variable data such as ambient temperature, gas pressure and compressed 

temperature failed normality test. Therefore, the use of any linear model for either analysis or 

modelling of the data was not acceptable. Data used for reliability analysis of the gas pressure and 

compressed temperature difference were positively correlated with power generation, having a 

covariance value of 0.639 and 113.148. The ambient temperature was negatively correlated with 

power generation, having a covariance value of 14.564. The positive value showed that both 

dimensions exclusively increased and decreased together with respect to the output while the 

negative value showed that increment in value of one variable led to decrease in the value of the 

other, and vice versa. 

 

Keywords: Natural gas, Power generation, Regression models, Power plant, Ambient temperature 

 
1.0. Introduction 

 

Nigeria’s natural gas reserves, estimated at about 188 trillion standard cubic feet is the largest in 

Africa and known to be substantially larger than its oil resources (Nwokeji, 2007; Izuwan, 2017). 

According to Oyedepo (2012), the largest single consumer of natural gas in Nigeria (before its 

privatization in November 2013) was the Power Holding Company of Nigeria (PHCN), it accounted 

for over 70% used in operating electricity-generating gas plant in the country. Given the current 

reserves and rate of exploitation (about 900mmscfd) for power generation, the expected life span of 

Nigerian natural gas is over 1000 years, thus making it a good means for power generation. As a 

result, the gas produced in Nigeria is used mostly in the power sector for power generation and for 

export as liquefied Petroleum Gas (LPG) (Sambo et al., 2010). Electricity plays a vital role in 

economic growth and social welfare, thus it is essential to have accessible and reliable electricity at 

safe conditions (Luis et al., 2019). 

 

Rapu et al. (2015) put the average generation capacity of electricity in Nigeria to be fluctuating within 

the range of 2,623.1 MW/hr in 2007 and 3,485.5 MW/hr in 2014 as against the estimated demand of 

10,000MW per day. Enete and Alabi (2011) estimated the distribution of household final energy 

consumption by types in Nigeria to be 4% electricity, 13% kerosene, 1% LPG and 82% wood and 

others.  Currently, over 70% of Nigeria power generation is from natural gas utilization in power 

plants. There are over 15 power stations in Nigeria with total generation capacity of over 15,000MW 

that are currently generating about 7000MW (Onochie et al., 2015). The problem is attributed to 

various factors that include gas supply, transmission, grid capacity, plant ambient temperature and 

operating conditions (such as gas pressure and compressed temperature difference), etc. Orogun 

(2015) in his work discussed the challenge of gas pipeline vandalisation as one of the major challenge 

militating against the Federal Government of Nigeria efforts to utilize Nigeria’s natural gas 

sustainably for power generation. This challenge is also compounded due to the inadequacy of natural 

gas transmission and distribution infrastructure. The power station situated in Benin City, Edo state is 
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incorporated with a simple cycle gas turbine with over 450MW capacity and has the following 

To assess the quality of the data, three important tests were conducted which includes: outlier 

detection; data fitness using reliability analysis; and test of homogeneity.  

 

2.1.1. Detection of outliers using the labelling rule 

In this study, the labelling rule method was employed to detect the presence of outliers. The labelling 

rule is the statistical method of detecting the presence of outliers in data sets using the 25th percentile 

(lower bound) and the 75th percentile (upper bound). The underlying mathematical equation based on 

the lower and the upper bound is presented as follows: 

 

Lower Bound Q1 − [2.2 × (Q3 − Q1)]       (1) 

Upper Bound Q3 + [2.2 × (Q3 −  Q1)]       (2) 

 

At 0.05 degree of freedom, any data lower than Q1 or greater than Q3 was considered an outlier and 

need to be removed before analysis (Levi et al., 2009). 

  

2.1.2. Data fitness using reliability analysis  

Reliability analysis of the data was done to ascertain the fitness of the data for the selected analysis. 

Descriptive analysis of the reliability test was based on the data scale (measured in terms of weight 

and order of distribution). The summary statistics was done to compute the data means, variance, 

covariance and correlations using the intra class correlation coefficient. 

 

2.1.3. Test of homogeneity 

Homogeneity test was carried out to establish the fact that the data used (i.e. gas pressure, ambient 

temperature, CTD and power generation) for the analysis were from the same power plant (same 

population). Homogeneity test is based on the cumulative deviation from the mean as expressed using 

the mathematical equation below (Raes et al., 2006). 

 
















k

i

ik XXS
1

   k = 1, … n       (3) 

where, iX = the record for the series X1 X2, … Xn, 



X = the mean, 

Sks = the residual mass curve. 

coordinates: 6
o
24’20”N 5

o
41’00”E, with Escravos-Lagos pipeline system as the source of gas supply. 

 

Although some studies such as Oricha and Olarinoye (2012) and Iwuamadi and Dike (2012) have 

shown that poor plant maintenance, operational policies and power transmission issues are factors that 

also affect adequate power generation in Nigeria, however, the veracity of these militating factors has 

been tested on the field assessment in some gas power plants and results show less impact on both 

plant capacity performance and economic viability when compared to the effect of gas supply to the 

plants. This paper therefore, attempts to correlate the gas supply and power generation based on 

statistical regression models. 

 

2.0. Methodology 

 

Questionnaires were designed from the data obtained from the National Integrated Power Project 

(NIPP) power stations and some relevant literature. Forty-three (43) variables were considered in the 

questionnaires which was scaled with five (5) point Resits Likert’s attitudinal scale and administered 

to 150 respondents. Respondents’ responses were transposed into metric variables. Gas pressure, 

ambient temperature, compressed temperature difference (CTD) and power generation have been 

identified as variable (Oyedepo et al., 2015) and were used as research parameters in this study. The 

correlation of gas supply and power generation of gas power plant was done using the multiple linear 

regression models to assess the data quality, normality of data and the diagnostic analysis of data. 

 

2.1. Assessment of data quality 
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For a homogeneous record, one may expect that the Sks fluctuate around the zero-centre line in the 

residual mass curve since there is no systematic pattern in the deviation Xi’s from the average values


X . To perform the homogeneity test, a software package for analysing time series data known as 

Rainbow (Raes et al., 2006) was used. 

  

2.2 Assessment of normality 

In the study the Jarque-Bera (JB) test for normality was employed because the sample size was large 

(i.e. >1000). Mathematically, the JB test is defined (Bowman and Shenton, 1975) as follows: 

 

JB = ]24/)3(6/)[( 2

2

2

1  bbn        (4) 

where, n = sample size, 

√b1 = sample skewness, and  

b2 = kurtosis coefficient. 

 

The hypothesis for the JB test is:  

H0 = Data follows a normally distribution 

H1 = Data do not follow a normal distribution 

 

In general, a large JB value indicates that the residuals are not normally distributed. A value of JB 

greater than 10 means that the null hypothesis has been rejected at the 5% significance level. In other 

words, the data do not come from a normal distribution. JB value of between (0-10) indicates that the 

data is normally distributed (Das and Imon, 2016). 

  

2.3 Diagnostic analysis of data 

Diagnostic statistics were conducted to verify the statistical properties of the overall regression model. 

The selected diagnostic statistics include: 

i. Heteroskedasticity test using Breusch-Pagan Godfrey  

ii. Serial Correlation test using Breusch Godfrey 

iii. Variance Inflation Factor (VIF)  

3.0. Results and Discussion 

 

3.1 Data quality assessment results 

The results of outlier detection test; data fitness test using reliability analysis; and test of homogeneity 

are discussed below. 

 

3.1.1 Data fitness test result using the labelling rule  

Results of the computed percentiles for both the dependent and independent variable are presented in 

Table 1. 

 

Table 1: Computed percentile for both dependent and independent variables 

 

Using the weighted average shown in Table 1, the 25th percentile (Q1) for gas pressure was observed 

to be 20.600 while the 75th percentile (Q3) was observed to be 21.500. Substituting into Eqn. (1) and 

Eqn. (2), the lower and upper bound statistics were computed to be 18.62 and 23.58 respectively. 
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Table 2 shows the highest gas pressure extreme value statistic to be 33.2 and 29.4. These values are 

higher than the calculated upper bound value of 23.58. Likewise the lowest gas pressure are seen to be 

19.4 and 19.5, these are greater than the calculated lower bound of 18.62. It was observed that gas 

pressure values indicated by case number 587, 87, 226, 327 and 351 contained values that are greater 

than the calculated upper bound, hence, they were declared outliers and were removed (Levi et al., 

2009). 

 

From Table 1, the 25th percentile (Q1) for ambient temperature was observed to be 27.000 while the 

75th percentile (Q3) was observed to be 29.300. Using eqns. (1) and (2) the lower and upper bound 

statistics were computed as 21.94 and 34.36 respectively. Table 3 shows the extreme value statistics 

of ambient temperature for the highest and lowest ambient temperature. The highest ambient 

temperature values are 344.3, 330.5 and 185.8, these are higher than the calculated upper bound of 

34.36. The lowest ambient temperature values are 21.0, 21.5, 22.3, 22.8 and 23.5 some of which were 

greater than the calculated lower bound of 21.94. In this case, it was observed that ambient 

temperature values indicated by case number 242, 542, 151, 470 and 1113 contained values that are 

greater than the calculated upper bound, and case number 669 and 739 contained values that are lower 

than the calculated lower bound, hence, they are considered as outliers and removed. 

  

Table 2: Extreme value statistics for gas       Table 3: Extreme value statistics for  

   pressure          ambient temperature 

       

The extreme value statistics of CTD is shown in Table 4. The 25th percentile (Q1) for CTD was seen 

to be 335.650 while the 75th percentile (Q3) was seen to be 350.750. The lower and upper bound 

statistics were computed as 302.43 and 383.97 using eqns. (1) and (2) respectively. From Table 4, the 

highest CTD values were 625.1, 582.2 and 470.6. These values are higher than the calculated upper 

bound of 383.97. The lowest CTD values were observed to be 21.4, 97.5, 100.7 and 123.4. These are 

lower than the calculated lower bound of 302.43. It was observed that CTD values indicated by case 

number 300, 986, 511, 378, 1055 contained values that are greater than the calculated upper bound 

and case number 949, 259, 2, 21 and 15 contained values that are lower than the calculated lower 

bound hence, they were declared outliers and were removed. 

 

Table 5 shows the extreme value statistics of power generation. From Table 1, the 25th percentile (Q1) 

for power generation was observed to be 86.40 while the 75th percentile (Q3) was observed to be 

101.15. Using Eqns. (1) and (2), the lower and upper bound statistics were computed as 53.95 and 

133.60 respectively. From Table 5, the highest power generation values are 161.7, 159.6, 153.8, 152.5 

and 138.9. These are higher than the calculated upper bound of 133.60. The lowest power generation 

values are 21.4 and 28.7. These values are lower than the calculated lower bound of 53.95. It was 

observed that power generation values indicated by case numbers 622, 658, 46, 604 and 275 

contained power generation values that are greater than the calculated upper bound. Also, case 

numbers 949, 259, 948, 257 and 196 contained power generation values that are lower than the 

calculated lower bound, hence, removed as outliers. 
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Table 4: Extreme value statistics for CTD  Table 5: Extreme value statistics for           

               power generation

           
 

3.1.2. Results of data reliability analysis  

Table 6 shows the summary statistics of data means, variance, covariance and correlations using the 

intra-class correlation coefficient. 

 

Table 6: Result of summary item statistics 

 
 

The two-way mixed model with confidence interval of 95% (i.e. p-value of 0.05) and initial test value 

of zero was used. The reliability hypothesis was as follows: 

 

H0: Data are reliable 

H1: Data are not reliable 

 

The Fisher’s probability test (F-test) was used for the analysis and result obtained are presented in 

Table 7. 

 

Table 7: Inter-item correlation and covariance statistics 

 
 

Table 7 shows that the gas pressure and compressed temperature difference were positively correlated 

with power generation and have a covariance value of 0.639 and 113.148 respectively. The large 

covariance value of compressed temperature difference indicates that the variable has an overriding 

influence on power generation compare to gas pressure and ambient temperature. These are seen to be 

negatively correlated with power generation. The computed coefficient of correlations of 0.051 for 

gas pressure, -0.063 for ambient temperature, and 0.311 for compressed temperature difference were 

observed to be relatively weak, which is indicative of the absence of co-linearity problem in the 

regression variables. The highest coefficient of (+0.311) which is between compressed temperature 
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difference and power generation still did not pose any challenge of multi-collinearity. Hence, we can 

conclude that there is no issue of multicollinearity and that the regression variables are clearly 

correlated with the dependent variable. This is evident in the intra-class correlation coefficient 

presented in Table 8. 

 

Table 8: Computed intra-class correlation coefficients 

 
 

Again, we observed from the result of Table 8 that the single and average measure intra-class 

correlation coefficients are relatively weak (0.046 and 0.161) which is indicative of the absence of 

multicollinearity. To ascertain the reliability of the data, one-way analysis of variance (ANOVA) was 

generated and presented in Table 9. At 0.05 degree of freedom (df), with a computed p-value of 0.000 

as observed in Table 9, the null hypothesis was accepted and it was concluded that the data are good 

and can be employed for further analysis. 

  

Table 9: Analysis of variance table 

 
 

3.1.3. Homogeneity test results 

Raes et al. (2006) described homogeneity test as one based on the cumulative deviation from the 

mean. The homogeneity test hypothesis of gas pressure is defined as: 

 

H0: Data are statistically homogeneous. 

H1: Data are not homogeneous. 

 

The null and alternate hypotheses were tested at 90%, 95% and 99% confidence interval (i.e. 0.1, 0.05 

and 0.01) df as shown in Figure 1. 

 

 
Figure 1: Homogeneity test of gas pressure data 

 

The gas presure data is seen to fluctuated around the zero-center line of the residual mass curve in 

Figure 1, an indication that the data were statistically homogeneous. A further test of homogeneity 

was done using the homogeneity statistics to check the strength of the null hypothesis over the 

alternate hypothesis. Based on the result obtained, the null hypothesis (H0) was accepted, and we 

concluded that the gas pressure data were statistically homogeneous at 90%, 95% and 99% confidence 

interval. 

 

The homogeneity test hypothesis for ambient temperature is as follows: 
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H0: Data are statistically homogeneous. 

H1: Data are not homogeneous. 

 

The null and alternate hypotheses were tested at 90%, 95% and 99% confidence interval (i.e. 0.1, 0.05 

and 0.01) df as shown in Figure 2. 

 

 
Figure 2: Homogeneity test of ambient temperature data 

 

The ambient temperature data (Figure 2) fluctuated around the zero-center line of the residual mass 

curve, an indication that the data were statistically homogeneous. The homogeneity statistics was used 

to check the strength of the null hypothesis over the alternate hypothesis. Based on the result obtained, 

the null hypothesis (H0) was accepted, and it was concluded that the ambient temperature data were 

statistically homogeneous at 90%, 95% and 99% confidence interval. 

 

The hypothesis of homogeneity test of compressed temperature difference data is:  

 

H0: Data are statistically homogeneous. 

H1: Data are not homogeneous. 

 

The null and alternate hypothesis were tested at 90%, 95% and 99% confidence interval (i.e. 0.1, 0.05 

and 0.01) df as shown in Figure 3. 

 

 
Figure 3: Homogeneity test of compresses temperature difference data 

 

From Figure 3, the compressed temperature difference data fluctuated around the zero-center line of 

the residual mass curve, an indication that the data were statistically homogeneous. The homogeneity 

statistics was used to check the strength of the null hypothesis over the alternate hypothesis. Based on 

the result obtained, the null hypothesis (H0) was accepted, and it was concluded that the compressed 

temperature difference data were statistically homogeneous at 90%, 95% and 99% confidence 

interval. 

 

The hypothesis of homogeneity test of power generation data is:  

 

H0: Data are statistically homogeneous. 

H1: Data are not homogeneous. 
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The null and alternate hypothesis were tested at 90%, 95% and 99% confidence interval (i.e. 0.1, 0.05 

and 0.01) df as shown in Figure 4. 

 

 
Figure 4: Homogeneity test of power generation data 

 

Figure 4 showed that the power generation data fluctuated around the zero-center line of the residual 

mass curve, an indication that the data are statistically homogeneous. The homogeneity statistics was 

used to check the strength of the null hypothesis over the alternate hypothesis. Based on the result 

obtained, the null hypothesis (H0) was accepted, and it was concluded that the power generation data 

were statistically homogeneous at 90%, 95% and 99% confidence interval. 

  

3.2. Normality test results 

The normality test was done for the one independent and three dependent variables using the JB test 

for normality statistical software. Figure 5 shows the results of the normality test of gas pressure. 

 

 
Figure 5: Normality test of gas pressure data 

 

A skewness coefficient of 4.598753 and kurtosis value of 46.80656 shown in Figure 5 indicate that 

the gas pressure data is not normally distributed. For normality, the skewness coefficient should not 

be greater than 1 and the kurtosis should not be greater than 3 (Bai and Ng, 2005). JB value of 

93752.18 and a probability (p-value) of 0.00% observed in Figure 5 indicates that the gas pressure 

data is not normally distributed. JB value >10 means that the null hypothesis is rejected at that level 

of significance (Das and Imon, 2016), meaning, the data did not come from a normal distribution. 

Since the JB test value is greater than 10 and the (p-value) is less than the 5% significant value, the 

null hypothesis was rejected and it was concluded that the data is not from a normal distribution. 

 

The normality test result of ambient temperature is shown in Figure 6. 

 

 
Figure 6: Normality test of ambient temperature data 

 

A skewness coefficient of 21.78216 and a kurtosis value of 597.0845 observed in Figure 6 indicate 

that the ambient temperature data is not normally distributed. JB value of 16603284 and a probability 
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(p-value) of 0.00% observed in Figure 6 indicates that the ambient temperature data is not normally 

distributed. Since the JB test value is greater than 10 and the p-value is less than the 5% significant 

value, the null hypothesis was rejected and it was concluded that the data is not from a normal 

distribution. 

 

Figure 7 shows result of the normality test of compressed temperature difference. 

 

 
Figure 7: Normality test of compressed temperature difference data 

 

A skewness coefficient of -5.370987 shows that the data is negatively skewed an indication that the 

data is not normally distributed. Kurtosis value of 59.20195 observed in Figure 7 is also an indication 

that the data is not from a normal population distribution. JB value of 153198.2 and a probability (p-

value) of 0.00% also indicated that the compressed temperature difference data was not normally 

distributed. Since the JB test value is greater than 10 and the p-value is less than the 5% significant 

value, the null hypothesis was rejected and it was concluded that the data is not from a normal 

distribution. 

 

Figure 8 shows result of the normality test of power generation data. 

 

 
Figure 8: Normality test of power generation data 

 

A skewness coefficient of -0.243075 shows that the data is negatively skewed an indication that the 

data is not normally distributed. Kurtosis value of 5.118130 observed in Figure 8 is also an indication 

that the data is not from a normal population distribution. JB value of 220.9885 and a probability (p-

value) of 0.00% as observed in Figure 8 also indicates that the power generation data is not normally 

distributed Since the JB test value is greater than 10 and the p-value is less than the 5% significant 

value, the null hypothesis was rejected and it was concluded that the data is not from a normal 

distribution. 

 

3.3. Results of the Diagnostic Analysis of Data 

The diagnostic statistical analyses done in this study include: Heteroskedasticity test using Breusch-

Pagan Godfrey; Serial Correlation test using Breusch Godfrey; and Variance Inflation Factor (VIF). 

 

3.3.1. Heteroskedasticity test 

Result of heteroskedasticity test using Breusch-Pagan Godfrey method showed that (i) the calculated 

(p-value) based on the F-statistics is 0.0000; (ii) the calculated p-value based on Lagrange multiplier 

(LM) is 0.0000. Since the computed p-value based on F-statistics and Lagrange multiplier is less than 

0.05 (P < 0.05), we rejected the null hypothesis of homoskedasticity and conclude that there is no 

heteroskedasticity in the data (Astivia and Zumbo, 2019). 

 

3.3.2. Serial correlation test result 

The result of serial correlation LM test using Breusch Godfrey method indicated that (i) the calculated 

p-value based on the F-statistics is 0.0000; and (ii) the calculated p-value based on LM is 0.0000. 
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Since the computed p-value based on F-statistics and LM is less than 0.05 (P < 0.05), we rejected the 

null hypothesis of serial correlation and concluded that there is the presence of serial correlation in the 

data. 

 

3.3.3. The Variance Inflation Factor (VIF) result 

The result of the calculated VIF for the selected variables was observed to be less than 10. Since the 

computed variance inflation factors (centred VIF) for the selected independent variables were less 

than 10, it was concluded that the variables were well correlated with the dependent variable, hence 

absence of multicollinearity (Montgomery, 2005). The Output of regression analysis is presented in 

Table 10. Finally, the reliance of the dependent variable on the selected independent variables was 

evaluated using the coded least square regression equation as shown in Eqn. (5). 

 

(𝑀 𝑤𝑎𝑡𝑡𝑠⁄ )𝐶 𝐹𝑃𝐺2 𝐼𝑁𝐿𝐸𝑇 𝐶𝑇𝐷         (5) 

Table 10: Output of regression analysis 

 
 

From the result of Table 10, with a regression p-value of 0.0013, it was concluded that the regression 

analysis was significant at 0.05 df. The Independent variables, namely; (INLET and CTD) were 

observed to have a very strong influence on the dependent variable when compared to FPG2. The 

poor regression terms such as coefficient of determination and adjusted coefficient of determination 

was apparently due to the presence of serial correlation in the used data. The overall regression 

equation was then generated as: 

(𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = 21.61506 +  0.197497(𝐹𝐺𝑃2) − 0.247932(𝐼𝑁𝐿𝐸𝑇) +  0.194514(𝐶𝑇𝐷)(6) 

3.4. Model development 

Table 11 shows the estimated regression parameters of eqn. (2).  

 

Table 11: Estimated Regression Parameters 
S/N Regression parameters Estimated values 

1 Coefficient of determination (R- Squared) 0.137577 

2 Adjusted Coefficient of determination (Adjusted R-Squared) 0.135265 

3 Sum of Error of Regression (S.E. of Regression) 9.922863 

4 Residual Sum of Square 110180.3 

 

From Table 11, the estimated values of regression parameters were very poor. An indication that the 

exact relationship between the dependent variable (power generation) and the selected independent 

variables (gas pressure, ambient temperature and compressed temperature difference) cannot be 

determined using linear regression model. Hence, non-linear model equations method (power 

function; quantile regression; robust regression; inverse function based on gamma distribution; and 

log function based on negative binomial distribution) were developed to determine the exact 

relationship between the dependent variable and the selected independent variables. Statistical 

software was used to develop the model equations. 
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3.4.1. Power function model 

The model equation developed using the power function model is shown in Table 12.  

 

Table 12: Result of power function model 

 
 

Results of the power function method as shown in Table 2 using ANOVA showed that the power 

function model is significant at 0.05df. Using the unstandardized coefficients, the power function 

equation was developed as: 

(𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = 22.22 × (𝐹𝑃𝐺2)0.107(𝐼𝑁𝐿𝐸𝑇)−0.339 (𝐶𝑇𝐷)0.383     (7) 

3.4.2. Quantile regression method 

The ANOVA result shown in Table 12 showed that the quantile regression model is significant at 

0.05df. Using the unstandardized coefficients, the quantile regression equation is: 

 
(𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = −106.4318 + 0.096263(𝐹𝑃𝐺2) − 1.560389(𝐼𝑁𝐿𝐸𝑇) + 0.703719(𝐶𝑇𝐷) (8) 

3.4.3. Robust regression method 

Table 12 shows the ANOVA results which indicated that the robust regression model is significant at 

0.05df. Using the unstandardized coefficients, the robust regression equation was developed as: 

(𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) =  −117.8962 + 0.123039(𝐹𝑃𝐺2) − 1.776864(𝐼𝑁𝐿𝐸𝑇) + 0.752693(𝐶𝑇𝐷) (9) 

3.4.4. Inverse function method 

From the ANOVA results in Table 12, the inverse function model is significant at 0.05df. Using the 

unstandardized coefficients, the inverse function equation developed is: 

 

𝑍 = 0.019253 − 2.48𝐸(−05)(𝐹𝑃𝐺2) + 3.86𝐸(−05)(𝐼𝑁𝐿𝐸𝑇) − 2.66𝐸(−05)(𝐶𝑇𝐷)    (10) 

(𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) =  1
𝑍⁄            (11) 

3.4.5. Log function method 

The ANOVA analysis in Table 12 indicated that the log function model is significant at 0.05df. Using 

the unstandardized coefficients, the log function equation was developed as: 

 

𝑍 = 3.963366 + 0.002036(𝐹𝑃𝐺2) − 0.002265(𝐼𝑁𝐿𝐸𝑇) + 0.001733(𝐶𝑇𝐷)   (12) 

(𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = 𝐸𝑥𝑝 (𝑍)         (13) 

The summary of the developed mathematical models are shown in Table 13, and can be used to 

predict the power generation. 
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Table 13: Summary of developed mathematical equations (models) 
S/N Method Developed mathematical equation 

1 Linear Regression (𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = 21.61506 +  0.197497(𝐹𝐺𝑃2) − 0.247932(𝐼𝑁𝐿𝐸𝑇)
+  0.194514(𝐶𝑇𝐷) 

2 Robust Regression (𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) =  −117.8962 + 0.123039(𝐹𝑃𝐺2) − 1.776864(𝐼𝑁𝐿𝐸𝑇)
+ 0.752693(𝐶𝑇𝐷) 

3 Quantile Regression (𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = −106.4318 + 0.096263(𝐹𝑃𝐺2) − 1.560389(𝐼𝑁𝐿𝐸𝑇)
+ 0.703719(𝐶𝑇𝐷) 

4 Power Function (𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = 22.22 × (𝐹𝑃𝐺2)0.107(𝐼𝑁𝐿𝐸𝑇)−0.339 (𝐶𝑇𝐷)0.383   

5 Inverse Function 𝑍 = 0.019253 − 2.48𝐸(−05)(𝐹𝑃𝐺2) + 3.86𝐸(−05)(𝐼𝑁𝐿𝐸𝑇) − 2.66𝐸(−05)(𝐶𝑇𝐷) 

    (𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) =  1
𝑍⁄         

6 Log Function 𝑍 = 3.963366 + 0.002036(𝐹𝑃𝐺2) − 0.002265(𝐼𝑁𝐿𝐸𝑇) + 0.001733(𝐶𝑇𝐷) 

       (𝑀 𝑤𝑎𝑡𝑡𝑠⁄ ) = 𝐸𝑥𝑝 (𝑍)   

based on √𝑏1 and 𝑏2. Biometrika, 64, pp. 243- 450. 
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Levi, D. B., Julie, E. K., Olsen, J. R., Pulwarty, R. S., Raff, D.A., Turnipseed, D. P., Webb, R. S and 

Kathleen D. W. (2009). Climate Change and Water Resources Management: A Federal Perspective. 

Circular, 1331, pp. 1-72. 

 

Luis, R., Bolonio, D., Mazadiego, L. F. and Valencia-Chapi, R. (2019). Long-Term Electricity Supply 

and Demand Forecast (2018–2040): A LEAP Model Application towards a Sustainable Power 

Generation System in Ecuador. Sustainability, 11(5316), pp. 2-19. 

 

 

4.0. Conclusion 

 

The relationship between the output of gas power plant and the quantitative variables were not 

linearly related, but could be best described by a non-linear regression model. The study provided a 

veritable and laudable process to systematically identify factors that are capable of influencing the 

generation of power in gas power plants. One dependent (power generation) and three independent 

variables (Gas Pressure, Ambient Temperature, Compressed Temperature) were used for this analysis. 

The three critical numeric variables were observed to play a key role in assessing the relationship 

between input and output parameters in gas power plant. The study also showed that the ambient 

temperature and compressed temperature difference had very strong influence on the dependent 

variable when compared to the gas pressure variable.  
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ABSTRACT 
 

Clarias gariepinus juveniles of average weight, 17.57±1.95 g and an average length of 14.26±0.39 

cm were exposed to environmentally relevant concentrations of 0 (control), 2.5, 25, 250, and 500 

µg L
-1

 atrazine in a quality-controlled 28-day bioassay. Growth performance was assessed bi-

weekly and fish samples were taken from different tanks to determine the relative growth rate, 

specific growth rate, feed conversion ratio, condition factor and behaviour. At the end of two weeks 

of exposure, the relative growth rate and the specific growth rate among exposed fish groups was 

found to reduce significantly (p<0.05) compared to the control, an indication of poor growth 

performance. The average specific growth rates (SGR) of control fish is 3.86±0.02 %/w at the end 

of the exposure duration while recording -0.64±0.09 in the 500 µg L
-1 

group. Feed conversion ratio 

increased significantly from control to the group with highest atrazine concentration. Condition 

factor (K) of fish among treatment groups showed significant decrease in values with increasing 

concentration of atrazine in a dose-dependent pattern. Atrazine exposure resulted in behavioural 

anomalies including erratic swimming, clinging to the water surface, loss of equilibrium, lethargy, 

and discolouration. The behavioural responses were found to be concentration-dependent. The 

length-weight relationships for both control and atrazine exposed fish exhibited positive allometric 

growth and significant relationships as depicted by the value of R
2
 (coefficient of determination) 

except in the fish group exposed to 500 µg L
-1

 atrazine which exhibited negative allometric growth. 

Findings from this study indicate interference with normal behaviour and growth performance of 

C. gariepinus juveniles with ecological implications in water bodies exposed to atrazine even at 

reduced concentrations. 

 

Keywords: Clarias gariepinus, Atrazine, Behaviour, Growth, Condition factor 

 
1.0. Introduction 

 

Increased industrialization and agricultural production, as evident in Nigeria in recent years, has 

exacerbated environmental contamination by the introduction of anthropogenic compounds that are 

alien to living systems. The quest for food security has raised several concerns about how to feed the 

growing population of over 200 million people. Since the adoption of the Millennium Development 

Goals (MDGs) at the beginning of the twenty-first century, this has been a major topic in government 

circles (Ashe, 2019). The government has no choice but to encourage intensified agriculture beyond 

subsistence scale to adequately feed the country's teeming population. However, the use of pesticides 

and other agricultural chemicals to promote and enhance the quantity and quality of farm produce 

cannot be divorced from agricultural mechanization. Thus, pesticides have become an indispensable 

tool in large-scale agricultural development in Nigeria (Opute and Oboh, 2021). Despite the 

overwhelming benefits of pesticide use, warnings of significant health risks for humans and the 

environment have been reported. The potential risks to human health from both occupational and non-

occupational exposures, the death of farm animals, and the alteration of the local environment are all 

part of the health implications. Immunologic, teratogenic, carcinogenic, reproductive, and 

neurological issues are among the other side effects (Lushchaka, et al., 2018). Because of these health 

risks, most pesticide classes have been banned in developed and some developing countries. 
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Atrazine with CAS No:1912-24-9; technical grade, and of 99.5% purity, purchased from 

AccuStandard Incorporated (New Haven, CT, USA) was used as test chemical. Three hundred (300) 

four-week-old C. gariepinus juveniles were procured from the aquaculture section of the department 

of fisheries and aquaculture, faculty of agriculture, university of Benin, and were kept in the animal 

house of the department of animal and environmental biology.  Twenty (20) juvenile fish were 

assigned at random to each treatment and control tank. The juvenile fish weighed an average of 17.57 

± 1.95 g and measured 14.26 ± 0.39 cm in length. 

 

2.2. Test chemical and water analysis 

Atrazine with CAS No:1912-24-9; technical grade, and of 99.5% purity was purchased from 

AccuStandard Incorporated (New Haven, CT, USA). In distilled water, a 25 mg L
-1

 atrazine stock 

solution was prepared (Milli-Q). The mixture was sonicated and warmed to 50 ° C for no more than 

15 minutes to dissolve the atrazine (Zaya, 2011). Final exposure solutions were made by diluting the 

stock solution with nominal atrazine concentrations of 0 (Control), 2.5, 25, 250, and 500 µg L
-1

 in 

exposure water. Three replicates were prepared for each concentration. Throughout the 28-day 

exposure period, the concentrations of atrazine in all tanks were monitored weekly using enzyme-

linked immunosorbent assay (ELISA) kits (Abraxis, Warminster, PA) with n=12 (4 samples per 

replicate). The method detection limit (MDL) of the atrazine ELISA procedure was 0.05 µg L
-1

 of 

water. A confirmatory test was performed on atrazine stock solutions and selected tank water samples 

using gas chromatography (Jimenez et al., 1997). Water was obtained using methylene chloride, then 

Fish are presumably the best-understood species in the aquatic environment and are also important to 

man as a source of animal protein, thus, they have become the most common choice as a test 

organism for toxicological studies. Also, because of their significance as a protein source, aquatic 

pollution influences humans indirectly through the ingestion of contaminated fish following the 

bioaccumulation of toxicants in their bodies. It is therefore important to evaluate the impact of 

pollution on fish for both environmental and socio-economic reasons. Clarias gariepinus is a 

commercially important freshwater fish whose production is rapidly growing around the world. 

Besides its economic value, C. gariepinus has been used in fundamental and ecotoxicological studies, 

and it is currently a model test species for environmental research (Opute et al., 2021). 

 

Farmers in Nigeria use atrazine, a class III herbicide from the triazine family, as one of their most 

popular pesticides (Olatoye et al., 2021). It is a registered and approved herbicide for use in Nigeria 

by the National Agency for Food and Drug Administration and Control (NAFDAC).  However, 

registration criteria often overlook the pesticides' subtle effects on non-target organisms, which can 

only be determined by comprehensive descriptive and mechanistic toxicological studies. Atrazine is 

one of the most commonly detected pesticides in streams, rivers, ponds, lakes, and ground waters, and 

it is rated moderately harmful to aquatic organisms. Despite considerable usefulness, there is a lack of 

knowledge on the fate and consequences of these chemicals after they have been applied to crop fields 

in areas where farmers are unaware of healthy practices and the threats they pose to their health 

(Opute and Oboh, 2021). Herbicides are still being found in water sources, indicating that regulatory 

strategies have flaws and are ineffective in ensuring end-user and environmental protection. In 

November 1989, Nigeria's then-president unveiled the country's national environmental policy 

(Kankara, 2013). The policy aimed to achieve sustainable development in Nigeria, including, among 

other things, ensuring a quality environment suitable for the health and well-being of all Nigerians, as 

well as conserving and using the environment and natural resources for the benefit of present and 

future generations. Environmental conservation programs, on the other hand, are only effective if the 

environment to be protected is well understood. The ecosystem should not be over-protected or under-

protected in any way. Standards should, ideally, be focused on environmental baseline data collected 

across the country. Unfortunately, such data are scarce in Nigeria, and even when they are, they are 

vastly underutilized. Understanding the extent of potential adverse effects of atrazine on the 

behavioural and growth performance of C. gariepinus, a Pan-African and widespread food fish in 

most African countries, including Nigeria, would be an invaluable tool in assessing the environmental 

risks posed by this widely used pesticide to our immediate environment. 

 

2.0. Methodology 

 

2.1. Materials 
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dried with sodium sulfate and filtered through glass fibres. After that, the volume was reduced to 0.1 

mL in methyl tertiary butyl ether (MtBE). Triphenylphosphate (Chem Service Inc., 500 ng mL
-1

 in 

MtBE) was used as an instrumental internal standard. A GC/NPD (Gas Chromatographic/Nitrogen 

Phosphorus Detector) and PerkinElmers' TotalChromTM workstation chromatography data software 

was used to analyze the extracts. Samples for the GC/NPD analysis were obtained on three of the five 

days that water was collected. In each of the sample groups, triplicate water samples from each of the 

treatments (0, 2.5, 25, 250, and 500 µg L
-1

) were used. Each sample set included atrazine-spiked 

water, water-blank matrix (tap), and a blank procedural as quality control samples. 

 

2.3. Experimental design and treatment 

The research was conducted with the approval of the University of Benin's College Research Ethics 

Committee and under the institutional guidelines, laws, and regulations of the Federal Republic of 

Nigeria's National Code of Health Research Ethics; REC approval number: CMS/REC/2017/026. 

Three hundred (300) four-week-old C. gariepinus juveniles were procured from the aquaculture 

section of the department of fisheries and aquaculture, faculty of agriculture, university of Benin, and 

were kept in the animal house of the department of animal and environmental biology.  Twenty (20) 

juvenile fish were assigned at random to each treatment and control tank. The juvenile fish weighed 

an average of 17.57 ± 1.95 g and measured 14.26 ± 0.39 cm in length. The fish were then allowed to 

acclimate for seven days before being fed commercial fish feed at 8 hourly intervals once daily (Aller 

aqua, Allervej 130, 6070 Christiansfeld, Denmark). For 28 days, the fish were exposed to four 

concentrations of atrazine (2.5, 25, 250, and 500 µg L
-1

) and control (0 µg L
-1

) in a static renewal 

bioassay. The experimental tanks, which measured 670mm x 450mm x 355mm, were all correctly 

labelled as AT1, AT2, AT3, AT4, and C, representing 2.5, 25, 250, and 500 µg L
-1

 of atrazine 

concentrations and control (0 µg L
-1

), respectively. Three replicates of each concentration of test 

solutions were applied in a static-renewal exposure regime. Every 7 days, test solutions were renewed 

by 50% replacement to allow for maximum survival and to reduce stress on the fish caused by a 

sudden change in the water chemistry of the test media (Okomoda et al., 2016). A 12 h light:12 h dark 

photoperiod was used throughout the study period. Growth parameters were taken weekly throughout 

the four-week exposure duration. 

 

2.4. Measurement of growth performance  

Weight gain WG (g), specific growth rate (SGR, % d-1) was calculated as the following formulae:  

 

𝑊𝐺 = (𝑊𝑡 − 𝑊𝑜) (1) 

𝑆𝐺𝑅 = 100 × [ln(𝑊𝑡) − ln(𝑊𝑜)]/𝑑𝑎𝑦𝑠 (2) 

 

where Wo and Wt were initial body weight and body weights of fish at time t (g).  

 

Feed conversion ratio (FCR): The feed conversation ratio was calculated using the formula below: 

 

𝐹𝐶𝑅 = 𝐹𝑒𝑒𝑑 𝑖𝑛𝑡𝑎𝑘𝑒/𝑊𝐺 (3) 

  

Fulton’s condition factor (K): Fulton’s condition factor (K) was calculated using the formula given 

below: 

 

𝐾 =
𝑊 × 100

𝐿3
 (4) 

 

where, W = weight of fish (g), L = Length of fish (cm). 

 

2.5. Physicochemical analysis of treatment water  

The physicochemical parameters of the various treatment water samples, including pH, Temperature, 

Conductivity, Total Dissolved Solids (TDS), and Dissolved Oxygen (DO), were measured throughout 

the study using standard methods (APHA, 2005).  
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2.6. Data analysis  

All the data were analyzed using the statistical package for social sciences (SPSS version 21). Data 

are presented as treatment means ± standard deviation of the mean (SD). Data were analysed by one-

way Analysis of Variance (ANOVA) to test significance among exposure chemical and 

concentrations with significance at P < 0.05. Tukey's posthoc test was performed to compare the 

means of all treatments. Regression analysis was used to test for linear relationships between standard 

length (SL) and body weight (BW). 

 

3.0. Results and Discussion 

 

3.1. Concentration of atrazine in exposure tanks 

Throughout the experiment, the concentration of atrazine in the exposure tanks remained relatively 

stable (Table 1). Mean atrazine concentrations in tank water were <MDL, 2.50 ± 0.13, 25.08 ± 1.82, 

250.81 ± 2.45, and 500.14 ± 4.57 in the control, AT1, AT2, AT3, and AT4 groups, respectively. 

 

Table 1: Atrazine concentrations in water (gL
-1

) in Clarias gariepinus exposure tanks. The mean and 

standard deviation of atrazine ELISA determinations from each exposure tank (n = 12) are presented 
Water 

treatment 

(µgL-1) 

 Exposure Days     

Day 0 Day 7           Day 14 Day 21  Day 28   Mean Conc. 

Control <MDL <MDL <MDL <MDL <MDL <MDL 

AT1 2.60 ± 0.13 2.49 ± 0.12 2.47 ± 0.08 2.46 ± 0.11 2.50 ± 0.13 2.50 ± 0.13 

AT2 25.64± 1.61 24.91 ± 1.28 24.53 ± 1.50 25.02 ± 2.32 25.30 ± 2.41 25.08 ± 1.82 

AT3 251.70 ± 1.90 250.02 ± 2.02 250.15 ± 2.41 251.03 ± 3.11 251.15 ± 2.81 250.81 ± 2.45 

AT4 499.81± 3.12 500.53 ± 4.33 498.55 ± 4.80 501.22 ± 4.11 500.59 ± 6.48 500.14 ± 4.57 

*MDL: The method detection limit. 
 

3.2. Behavioural performance of juveniles 

Sub-lethal atrazine exposure of Clarias gariepinus juveniles resulted in different responses and 

tolerance to different atrazine treatment concentrations (Table 2). Anomalies observed included 

erratic swimming, clinging to the water surface, loss of equilibrium or balance, lethargy, and 

discolouration. The behavioural responses were found to be concentration-dependent, with increasing 

concentration resulting in the intensity of the behavioural responses. The bioassay results revealed 

that exposed juveniles showed signs of stress, such as slow and uncoordinated movement. 

Abnormalities increased as atrazine concentrations increased. Our findings are similar to the report of 

Marzouk et al. (2012) on female Clarias gariepinus. They observed that the effects of both acute and 

chronic exposures revealed clinical abnormalities which were manifested by loss of appetite, sluggish 

or restlessness, rapid opercular movements and abnormal skin pigmentation in the form of faded skin. 

Xing et al. (2012b) reported an abnormal response on behaviour and feeding. The authors reported 

that fish exposed to atrazine at 428 μgL
-1

 showed abnormal behaviour, including decreased intake of 

food, slower swimming speed, and unresponsiveness to outside stimuli. In the present study, increase 

in the respiratory movements was observed during entire period of the bioassay, while fishes became 

inactive and almost non-motile with clinical signs of fading of body colour, erosion of scales, lesions, 

and hemorrhagic patches all over the body especially on the ventral side.  Similar changes were 

observed by Elias et al. (2018). They reported several distinct unusual swimming behaviour and 

increased deformities in fish exposed to sub-lethal concentration of thiobencarb. These behaviours 

include lack of balance, agitated or jerky swimming, air gulping, sudden quick movement, and 

excessive secretion of mucus. Moreover, the colour of fish skin was changed from normal darkly 

pigmentation in the dorsal and lateral parts to very light pigmentation in the dorsal and lateral part, as 

well as peeling of the skin was observed. Hyperactivity in C. gariepinus exposed to atrazine was 

reported by Mekkawy et al. (2013), which was characterized by rapid and irregular swimming or 

darting, partial loss of equilibrium, rapid pectoral fins and opercular movements, reduction in feeding 

activity. A possible explanation for this, as well as other unusual behaviours, is likely a nervous 

system failure caused by pesticide poisoning, which affects physiological and biochemical activities. 
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Table 2: Behavioural observations of Clarias gariepinus juveniles after 28day exposure to varying 

concentrations of atrazine 

Behaviour Control AT1 AT2 AT3 AT4 

Erratic swimming - - + + + 

Loss of Balance - + + ++ +++ 

Discolouration - + + +++ +++ 

Lethargy - + + ++ +++ 

Hanging on water Surface - + ++ ++ +++ 

(+) indicates increasing response; (-)   indicates no response 
 

3.2. Growth performance of Juveniles 

Atrazine was found to significantly affect the growth of the juveniles (Table 3). The total length and 

body weight showed significant decrease with increasing concentration of atrazine during the four 

weeks of exposure. At the end of two weeks of exposure, the standard length ranged from 15.02 to 

16.01cm in the control group and 13.10 to 14.87cm in the 500µgL
-1

 treatment group. Similar trend 

was observed in body weight which ranged from 32.75-32.99g in the control group and 22.62 to 

22.67g in the 500µgL
-1

 treatment group. The decrease in growth observed followed the same dose 

dependent pattern even in the last two weeks of exposure (Table 4). The final average specific growth 

rates (SGR) of control fish ranged from 4.45 to 4.50%/w in the first two weeks. Similarly, during the 

first 2 weeks of exposure, fish from all the treatment groups displayed significantly (p<0.05) lower 

SGR than in control groups (Table 4). Again, in the 2nd week of exposure, the SGR of all the 

atrazine-exposed fish further decreased with concentration toward the termination of the test while the 

values increased in the control. Results of the condition factor (K) of both control and treated groups 

are presented in Table 3. The results showed significant decrease in the values of K with increasing 

concentration of atrazine in a dose dependent pattern. The condition factor of the treatment groups 

significantly declined from the control (0.97±0.36) except for the 250µgL
-1

 treatment group 

(0.95±0.39) in the first two weeks. After the first two weeks of exposure, the mean feed conversion 

ratio (FCR) in the control group was 0.07±0.02 while 0.21±0.09 was recorded for the highest 

treatment concentration, indicating a significant (p<0.05) increase in FCR with increasing 

concentration of atrazine. However, the next two weeks of continuous exposure did not reveal any 

pattern in the FCR (Table 4).  

 

Table 3: Summary of growth performance of C. gariepinus juveniles exposed to varying 

concentrations of atrazine (Week 2) 
Parameters Control AT1 AT2 AT3 AT4  P-value Significance 

ISL (cm) 14.26±0.39 14.26±0.39 14.26±0.39 14.26±0.39 14.26±0.39 1.000 p > 0.05 

FSL (cm) 15.02±0.27 14.78±0.29 14.64±0.90 14.45±0.22 14.33±0.56 0.000 p < 0.05 

IW (g) 17.57±1.95 17.57±1.95 17.57±1.95 17.57±1.95 17.57±1.95 1.000 p > 0.05 

FW (g) 32.82±1.78 28.78±5.95 27.64±3.09 25.89±1.20 22.64±3.31 0.000 p < 0.05 

SGR (%/w) 4.46±0.00 3.52±0.01 3.24±0.00 2.77±0.00 1.81±0.00 0.000 p < 0.05 

RGR (%/w) 108.96±34.46 80.06±25.32 71.96±22.76 59.44±18.79 36.24±11.46 0.000 p < 0.05 

FCR 0.07±0.02 0.09±0.04 0.10±0.04 0.13±0.05 0.21±0.09 0.000 p < 0.05 

K 0.97±0.36 0.89±0.36 0.88±0.35 0.95±0.39 0.89±0.36 0.000 p < 0.05 

Data are presented as mean ± SD. Different letters indicate significant differences between treatments. IL-Initial length; FL-

Final length; IW-Initial weight; RGR-Relative growth rate; FCR-Feed conversion ratio; K-Condition factor. P-value of 1.000 

indicates no significance 
 

Table 4: Summary of growth performance of C. gariepinus juveniles exposed to varying 

concentrations of atrazine (Week 4) 
Parameters Control AT1 AT2 AT3 AT4 P-value Significance 

ISL (cm) 15.02±0.27 14.78±0.29 14.64±0.90 14.45±0.22 14.33±0.56 0.000 p < 0.05 

FSL (cm) 18.14±0.75 16.62±0.62 15.68±0.43 14.96±0.16 14.81±0.61 0.000 p < 0.05 

IW (g) 32.82±1.78 28.78±5.95 27.64±3.09 25.89±1.20 22.64±3.31 0.000 p < 0.05 

FW (g) 56.31±6.17 42.37±9.07 35.35±4.07 23.98±2.58 20.10±2.63 0.000 p < 0.05 

SGR (%/w) 3.86±0.02 2.76±0.03 1.76±0.02 -0.55±0.06 -0.64±0.09 0.000 p < 0.05 

RGR (%/w) 167.75±0.97 97.09±1.07 55.07±0.60 -13.64±1.35 -18.21±1.21 0.000 p < 0.05 

FCR 0.04±0.02 0.07±0.02 0.14±0.06 -0.55±0.22 -0.41±0.17 0.000 p < 0.05 

K 0.94±0.38 0.92±0.38 0.91±0.38 0.71±0.29 0.70±0.29 0.000 p < 0.05 

Data are presented as mean ± SD. Different letters indicate significant differences between treatments. IL-Initial length; FL-

Final length; IW-Initial weight; RGR-Relative growth rate; FCR-Feed conversion ratio; K-Condition factor 
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Several factors such as the difference in feed intake or the difference in the food metabolism (Lal et 

al., 2013) could explain the retardation observed in growth of the exposed fish. Another important 

factor that may be responsible for the reduction in growth rate could be the transformation into energy 

of a portion of nutrients from digestion of food consumed to cope with chemical stress as a result of 

exposure to atrazine. This may explain the observed increase in feed conversion ratio of exposed fish 

with increasing treatment concentration.  

 

Toxicants inhibit fish growth, with the severity of this effect being dose dependent (Opute and Oboh, 

2021). Toxicants can influence growth directly or indirectly by its effects on feeding because these 

processes are intertwined. Reduced physical activity can have an indirect effect on feeding and, as a 

consequence, growth. Fish, for example, appear to increase their metabolic activities toward 

toxicant excretion, thereby freeing up more energy for homeostatic maintenance rather than storing it 

for growth (Elias et al., 2018). Also, Lal et al. (2013) reported a significant decline in plasma levels of 

growth hormone (GH) and insulin-like growth factor (IGF-I) in malathion exposed Asian stinging 

catfish, Heteropneutes fossilis. They showed that this decline was related to reduction in fish growth, 

and also due to low food intake and influence of the pesticide on metabolization of feed into somatic 

growth. Similar findings of weight reduction have been reported in Australian catfish, Tandanus 

tandanus exposed to 2-10 mgL
-1

 of chlorpyrifos (Huynh and Nugegoda, 2012). Heavy metal pollution 

has also been implicated with reduced growth rate caused by high metabolic cost (Xie et al., 2014). 

They reported that reduced feed conversion rate in marine organisms at sub-lethal levels of heavy 

metals might be due to the tissue burden of heavy metals, which in turn could cause increase in 

metabolic cost. The retarded growth observed in the exposed juveniles of C. gariepinus could be 

attributed to the inhibition of acetylcholinesterase as reported by Lecomte et al. (2018). 

Acetylcholinesterase is an enzyme normally responsible for inactivation of the neurotransmitter, 

acetylcholine, at synaptic and neuro-effector endings of cholinergic motor and secreto-motor neurons 

in the enteric nervous system. Inhibition of enzyme activity allows accumulation of acetylcholine 

leading to increased motor activity in the gastrointestinal tract caused by stimulation of smooth 

muscle M3 muscarinic receptors. The accumulated acetylcholine also acts at M1 and M3 muscarinic 

receptors to increase salivary, gastric, pancreatic, and intestinal secretions. Extensive inhibition 

of acetylcholinesterase leads to the secretion of large volumes of fluid and electrolytes into the lumen 

of the intestine, which results in profuse, watery diarrhoea (Haschek et al., 2010). In this study, 

inhibition of acetylcholinesterase in exposed fish may have resulted to serious decline in the efficient 

use of the dietary proteins in fish feeds resulting in growth retardation. 

 

The length-weight relationship (LWR) of the exposed juveniles was also estimated. The length-weight 

relationships for both control and atrazine exposed fish exhibited positive allometric growth and 

significant relationships as depicted by the value of R
2
 (Coefficient of determination) with b values of 

4.31, 5.14, 6.60 and 4.73 for control, AT1, AT2 and AT3, respectively (Table 5). However, fish in tank 

AT4 exhibited negative allometric growth with ‘b’ value of 0.95. This observation indicates that 

although atrazine had significant effect on the growth rate and condition factor, it however did not 

affect the pattern of growth. Length-weight relationships are commonly used in fisheries biology to 

convert length measurements into weight and to ascertain the growth characteristics related to those 

variables. On the other hand, length-weight relationships are also used for estimating fish condition 

factor and these values are used for comparing the condition (fatness or well-being) of fish (Jisr et al., 

2018). The condition factor could reflect the physiological state of a fish, which is influenced by both 

intrinsic (gonadal development, organic reserves, presence or absence of food in the gut) and extrinsic 

(food availability, environmental variability) factors (Flura et al., 2015). The decrease in fish weight 

gain and specific growth rate observed with increasing atrazine concentrations in this study is 

attributed to energy being directed toward homeostatic processes and tissue damage repair to offset 

the toxicant's impact, rather than storage and growth. 
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Table 5: Final length-weight relationship of C. gariepinus juveniles exposed to varying 

concentrations of atrazine for 28days 
TANK FAW (g) FSGR (%/) Logarithm Equation Log ‘R’ ‘R2’ ‘FAK’ ‘b’ 

Cont. 44.57±5.25 4.16±0.13 Log W=Log -3.651 + 4.308 Log L 0.9359 0.876 0.96 4.308 

AT1 35.58±3.04 3.14±0.17 Log W=Log -4.627 + 5.138 Log L 0.9327 0.870 0.91 5.138 

AT2 31.49±1.72 2.50±0.33 Log W=Log -6.324 + 6.602 Log L 0.9121 0.832 0.89 6.602 

AT3 24.94±0.43 1.11±0.74 Log W=Log -4.153 + 4.729 Log L 0.5701 0.325 0.83 4.729 

AT4 21.37±0.57 0.59±0.55 Log W=Log   0.199 + 0.948 Log L 0.1517 0.023 0.79 0.948 

FAW-Final average weight; FSGR-Final average specific growth rate; R-Correlation coefficient; R2- Coefficient of 

determination; FAK-Final average condition factor; b-Slope 
 

4.0. Conclusion 

 

This study found that exposing Clarias gariepinus juveniles to very low concentrations of atrazine 

interfered with their normal behaviour and growth performance. More energy was directed toward the 

detoxification process in exposed fish juveniles, resulting in a higher feed conversion ratio and less 

energy for growth. This suggests that atrazine exposure slowed the growth of C. gariepinus, 

particularly during the juvenile stage. Furthermore, given the detected effects of atrazine in C. 

gariepinus even at reduced concentrations, it is safe to conclude that the unregulated use of atrazine as 

a herbicide in Nigerian may result in increased atrazine accumulation in fish via aerosol or runoff, 

leaving a residue in aquatic animals. Pesticide usage regulation will promote food safety and public 

health across the country by proper legislation, routine pesticide monitoring of fish and fish products, 

and corrective steps to decrease residue occurrence with suitable sanctions for noncompliance. 
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ABSTRACT 
 

Like most other countries of Africa, one of the main problems threatening effective impact 

modelling in Nigeria including Upper Benue river basin, dwells in lack of high-quality in-situ 

observation datasets at appropriate spatiotemporal scales. Gridded meteorological variables can 

serve as promising alternatives to in-situ measurements in data sparse regions, but then, require 

validations to assess quantitatively their level of accuracies and reliabilities. As a consequence, 

this study makes comparative analysis of two gauge-based, spatially interpolated surface 

atmospheric temperature datasets with in-situ measurements in seven distinct meteorological 

stations covering the period of 1982-2006. Correspondingly, spatial analysis and statistical 

measures were used to assess the performances of the gridded datasets from the Climate Research 

Unit (CRU) and the Climate Prediction Centre (CPC). Results from spatial distributions depict 8, 

11 and 10 °C as observed minimum temperatures and 33, 36, 42 °C as observed maximum 

temperatures over the Cameroon highland (Gembu), the Jos plateau and at the northern fringes of 

the basin respectively. Consequently, both the CRU and CPC datasets captured remarkably well 

the observed temperature gradients along the varying topography, though with differing margins. 

The interannual variabilities indicate CRU dataset to better capture the signs and magnitudes of 

the observed anomalies as compared to the CPC data. Moreover, the CRU data was noted to be 

more outstanding in representing the observed features in seasonal temperature variations over 

most stations. Also, the shapes of the probability density function (PDF) for both datasets in 

minimum and maximum temperatures measured closely the shapes of the observed PDF. Trend 

analysis suggests CRU datasets to better represent the warming and the cooling trends than the 

CPC. Overall, the CRU datasets are the most outstanding in this study and is therefore preferred 

for water resource application over the study area. 

 

Keywords: Assessment, Upper Benue river basin, temperature, CRU, CPC 

 
1.0. Introduction 

 

The variations of near-surface air temperature are influential on agriculture, hydrology, energy and 

ecosystems; as it is one of the key elements, which represent the state of the atmosphere (Adeniyi and 

Dilau, 2015; Chen et al., 2014). Thus, understanding the climate systems of a region and their impacts 

on the environment depends largely on accurate meteorological observations (Chen et al., 2014; 

Akinsanola and Ogunjobi, 2014). The significant input from Africa continent to the global climate 

system is well documented in literatures, yet, ground observation networks are non-existence in most 

remote areas (Hassan et al., 2020), where they are needed for analysis.  Even where they exist, the 

datasets are usually characterized with gaps, limited and restricted accessibility and inadequate 

spatiotemporal continuity and distributions (Piyoosh and Ghosh, 2016). This is particularly true for 

most developing countries. This scenario is more poignant in Upper Benue river basin in the northeast 

of Nigeria, considering the few number of gauging stations for the entire basin. Nevertheless, 

advancement in computational technologies in recent decades has aided the availability of climate 

datasets in digital forms over the entire globe (Daly, 2006), which serve as key input data for 

computer models, particularly in water resource and environmental managements as well hydro-

climatological impact assessments.  

mailto:asalaudeen


Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 173 - 190 

174 Salaudeen et al., 2021 

 

The climate datasets have however, witnessed heavy usage within the scientific community, most 

especially in data sparse regions. Though, the gridded datasets undergo rigorous quality control 

checks before interpolations. Anyway, errors in datasets are functions of spatial variability of the 

gauging stations. Therefore, river basins with insufficient meteorological stations and low spatial 

variability are prone to large interpolation errors (Tanarhte et al., 2012). This explains the sole reason 

why there is striking regional difference in the datasets, despite their correspondence in geographical 

distributions and temporal trends (Chen et al., 2014; Burton et al., 2018; Hassan et al., 2020). It is 

therefore imperative to validate them against ground reference observations, to ascertain their level of 

accuracies and reliabilities, to avoid drawing erroneous scientific conclusions and defective decisions, 

which may arise due to poor quality data. 

 

Minimum and maximum temperatures and rainfall datasets are the most common meteorological 

variables provided by most of the world’s meteorological organizations, owing to their dominant 

influence on hydrology, meteorology and agrometeorology. In any case, precipitation datasets have 

remained the most studied meteorological variable in recent literature, with less attentions being paid 

to validation of the temperature products.  Consequently, this study presents the inter-comparison of 

the near-surface atmospheric temperature datasets (Collins, 2011) developed by the Climate Research 

Unit (CRU) at the University of East Anglia and the Climate Prediction Centre (CPC)-Global Unified 

Gauge-based Analysis with in-situ measurements to assess their skills in simulating changes in the 

present climate systems (Fu et al., 2013). 

 

Of the three available gridded datasets namely, gauge-based observations, reanalysis datasets and 

satellite estimates; gauge-based observations provide relatively accurate and reliable measurements 

(Hassan et al., 2020).  This premised on the fact that they are products of geospatial interpolation of 

ground-based measurements (Kanda et al., 2020). This accounts for the sole reason why it has been 

widely used recently, as the basis for drawing scientific conclusions and management decisions. 

Although the reanalysis products combine irregular measurements of climate data and models to 

produce a synthesized estimate with uniform spatial distribution and temporal continuity (Sun et al., 

2018). They are however, widely used by scientists, but are considered non-observation data. The 

satellite estimates are well known for adequate spatiotemporal scales, but contain random errors and 

non-negligible biases (Kanda et al., 2020; Hassan et al., 2020). The fact that the land surface 

temperatures are derived from satellite estimates through retrieval algorithms from the measured 

radiant emitted from earth back into the space (Hooker et al., 2018; Kanda et al., 2020), exacerbates 

the uncertainties. 

  

Nonetheless, gauge-based temperature datasets have been validated in recent literature to suggest 

probably the most credible datasets for a particular region. For example, Tang et al. (2010) inter-

compare a number of temperature datasets over China for 100 years period including CRU. Findings 

from their study showed CRU to be in good concurrence with the Northern Hemisphere, Chinese and 

Global series. Tanarhte et al. (2012) evaluated the performances of global and regional precipitation 

and temperature datasets relative to ground observational data over the Middle East and 

Mediterranean, and remarked that the global temperature datasets including CRU and CPC have good 

skills in representing the observed pattern over all the sub-regions. In a similar study over Dehradun, 

India, Piyoosh and Ghosh (2016) noted good correlation between CRU temperature dataset and in-situ 

observations for different periods between 1901 and 2012. They further opined that the CRU captured 

well the trends of the observed pattern both in magnitude and direction. Also, Nashwan et al. (2019) 

examined the capabilities of three gauge-based observations including, CRU, CPC and Udel in 

replicating the observed temperature patterns for the purpose of developing high-resolution 

temperature datasets for the north central part of Egypt, and showed CPC-global to be most 

outstanding of all. However, Kanda et al. (2020) compared seven gridded climate datasets with 

ground observations over northwest Himalaya; they found out that interpolated temperature estimates 

better represent the observed pattern than their corresponding precipitation datasets over the 

mountainous region. The findings revealed CRU, ERA-I, PGF and Udel to outperform APHRODITE 

at all zones. Furthermore, Hassan et al. (2020) analysed the annual cycle of three gridded climate 

products such as; CRU, PGF and CFRS in terms of correlation and errors over Niger Delta region of 

Nigeria for the common period of 1980-2005. Findings from their study recommended CRU data for 

hydrological applications over the region owing to its least error and highest degree of 

correspondence with the ground reference observational data.  
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The Upper Benue river basin lies between the tropical rain forests of the southern Nigeria and the 

Savannah of the north, comprising of four states in the northeast including; Adamawa, Bauchi, 

Gombe and Taraba states as shown in Figure 1. Though, the basin cut across some other states, 

notably; the Jos plateau, Yobe and Borno states. It is one of the twelve River Basin Development 

Authorities (RBDA), with its administrative headquarters in Yola, Adamawa state; and at the same 

time the hydrological area 3 (HA-3) out of the eight designated hydrological areas in Nigeria. The 

basin encompasses an area of approximately 156,546 km
2
. The Jos plateau, the Cameroon highlands 

and the Biu plateau, which form the western, the southern and the north-eastern boundaries, greatly 

influence the basin’s micro-climate, owing to its varying topography.  

 

 
Figure 1: The study area 

 

Three categories of climate are identified with the study area as; the northern Guinea savannah, the 

Sudan savannah and the montane or highland climates. The northern Guinea savannah extents from 

the Jos plateau to the southern region of the basin in Taraba state, and over an isolated portion of the 

Biu plateau. The central and the northern fringes of the basin exhibit Sudan savannah climate. 

Consequently, the montane climate is experienced over the Cameroun highlands (Eludoyin et al., 

Studies on atmospheric temperature in Upper Benue river basin is very limited despite its importance, 

but over the larger Nigeria. Abatan et al. (2016) studied the trends in extreme daily temperatures 

(Tmin and Tmax) for 21 stations distributed over the whole Nigeria. Adebayo and Yahya (2015) 

assessed trends in mean monthly temperature in Savannah Sugar Plantation. Akinsanola and Ogunjobi 

(2014) investigated variabilities in temperature and precipitation using records from 25 synoptic 

stations over the whole country. Eludoyin et al. (2014) studied the changes in thermal conditions over 

the entire Country through temperature and relative humidity. Weli et al. (2017) carried out statistical 

analysis on minimum and maximum temperatures in Port Harcourt metropolis. Hassan et al. (2020) 

inter-compared basic meteorological dataset including minimum and maximum temperatures and 

precipitation in the Niger Delta with ground observational dataset for water resources management. 

The whole of these studies focused on trend analysis and variability, except Hassan et al. (2020) who 

evaluated the performances of the temperature data relative to ground observational dataset. However, 

the study domain lies in the Niger Delta region. It is therefore clear that despite the potentials of the 

Upper Benue river basin, studies to evaluate gridded temperature data in the basin does not exists, 

which create significant research vacuum to be filled. The focus of this study therefore dwells on 

validating gauge-based spatial interpolated atmospheric temperature dataset including; CRU and 

CPC-global for the common period of 1982 -2006 over Upper Benue river basin for possible water 

resource applications. 

 

2.0. Methodology 

 

2.1. The study area   
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2014), which lies at the southernmost part. Annual rainfall over the basin ranges from 700 mm to over 

1800 mm (Federal Government of Nigeria, 2012), which contributes over 60.2 billion m
3
 to the total 

annual flow of river Benue (Japan International Cooperation Agency (JICA), 2014). Essentially, 

through the two major river systems; the Gongola, which lies on the right arm of Benue; and the 

Donga, which is situated on the left arm. These two major tributaries are well known for the annual 

runoff volumes they contribute to the Benue. They are rated as the largest and the second largest from 

each arm respectively. The annual temperature of the basin is 26 °C, though it is lower on the plateaus 

(Federal Government of Nigeria, 2012). The dry season extents from December to March which is 

usually dry, with prevailing harmattan winds. The dwellers rely mainly on rain-fed agriculture. Thus, 

agro as well as hydroclimatic studies for the region are crucial for sustainable agriculture and water 

resource managements. In spite of these potentials, spatiotemporal distribution and continuity of in-

situ observational datasets is limited; and therefore, appeal for alternative sources of accurate and 

reliable datasets, which can only be obtained through proper validations. 

 

2.2. Datasets 

The monthly minimum and maximum near-surface air temperature datasets consisting of seven 

stations in and around Upper Benue river basin with 24 years records, covering the period of 1982-

2006, were procured from the Nigerian Meteorological Agency (NiMET), Abuja;  although, the 

datasets of Dadin Kowa, Gembu and Yola were obtained from the archive of the Upper Benue River 

Basin Development Authority (UBRBDA), Yola.  These serve as reference observations for the 

evaluations. The geographical distributions of these stations are sparse and uneven over the basin 

(Figure 1), owing to the few number of stations maintained by the agency in each state; although, 

meteorological data are measured by some other organisations e.g. UBRBDA and some higher 

institutions of learning. However, the datasets are in most cases characterised with gaps, which often 

render them unsuitable for hydro-climatological impact assessments. Nonetheless, the stations are 

sited at key locations over the basin, where measurements are most critical. 

 

The Climate Research Unit (CRU TS3.10) datasets were developed at the University of East Anglia, 

with major contribution from World Meteorological Organization. The data derived its sources mainly 

from the Global Historical Climatology Network (GHCN-v2), monthly climate bulletin (CLIMAT) 

(Tanarhte et al., 2012), Monthly Climate Data for the World (MCDW) and World Weather Records 

(WWR) consisting of over 4000 stations globally (Akinsanola et al., 2016). They consist of gridded 

climatological variables (Tmin, Tmax and prec) at 0.5° spatial resolutions at monthly scales covering 

the entire global land surface from 1901-2014 (Harris et al., 2014; New et al., 2000). However, the 

daily datasets of the CRU are available globally for the period 1970-2006, downloadable from 

www.2w2e.com (Vaghefi et al., 2017). The dataset underwent stringent quality control checks 

through an automated method (New et al., 2000). Anomalies are interpolated rather than the absolute 

values of the data, which consequently produces high-quality estimates, with fewer biases (New et al., 

1999; Tanarhte et al., 2012).  In any case, errors in datasets are functions of spatial variability of the 

gauging station. Incidentally, regions with poor station coverage and high spatial variability are prone 

to large interpolation errors (Tanarhte et al., 2012), which are noted to be prevalent in cold, dry and 

mountainous areas.  Nonetheless, temperature data produce estimates with better quality than their 

corresponding precipitation datasets. The summary of the gridded datasets are shown in Table 1. 

  

Table 1: Summary of selected global, spatially interpolated datasets  

Dataset & Source Product 
Spatial 

Resolution 

Geographical 

Coverage 

Temporal  

Resolution/Coverage 
Reference 

Climate Research Unit 

(CRU) at the  

University of East 

Anglia 

 

CRU TS 3.10 0.50 x 0.50 Global land  Daily (1970-2006) (Vaghefi et al., 2017) 

Climate Prediction 

Centre (CPC)-Global  

unified gauge-based 

analysis of daily 

minimum and maximum 

temperature 

CPC-Global 0.50 x 0.50 Global land Daily (1979-Present) (NOAA/OAR/ESRL PSL) 

 

http://www.2w2e.com/
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The minimum and maximum air temperature climatology of two spatially interpolated datasets 

including CRU and CPC were evaluated in this study relative to observed meteorological 

measurements for 24 years period, covering 1982-2006 over the study domain. The study quantifies 

the degree of pattern correspondence between the gridded datasets and ground reference observations 

through temporal and geographical distributions and various parametric and nonparametric statistical 

indices. They include: Probability density function (PDF) overlap, annual long-term temperature 

anomaly, t’, Mann-Kendall test, MK, correlation coefficient, r, refined index of agreement (dref), mean 

absolute error, MAE, and mean bias error, MBE. 

 

The temporal distributions of the minimum and maximum temperature examine the annual cycle of 

monthly climatology in all the stations. While, the geographical distributions compare each of the 

gridded minimum and maximum temperature data over the entire basin with ground observations 

using spatial description. The PDFs for the gridded observations and in-situ measurements were 

computed for monthly minimum and maximum temperature in all the seven stations to determine the 

probability of occurrence of any given data as demonstrated by (Perkins et al., 2007) through 

MATLAB distribution fitting. The PDF has been widely used by earlier researchers to compare 

between two climate datasets e.g. Maxino et al. (2008), Anandhi et al. (2019) and Kabela and 

Carbone (2015). To quantify the area of overlap, which may reveal the degree of correspondence of 

the two datasets, Perkins et al. (2007) proposed a metric known as Skill Score. This computes the 

cumulative minimum value of the two distributions of each binned value defined as: 

 

𝑆𝑠𝑐𝑜𝑟𝑒 =∑𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑃𝑚, 𝑃𝑜)                                                           (1)

𝑛

1

 

 

where Pm and Po are the modelled and observed probabilities in a given bin, and n is the number of 

bins used in computing the PDF. Consequently, a bin size of 0.5° was chosen for both the minimum 

and maximum temperature for these assessments. 

  

A comparison of the spatially interpolated and the ground observation datasets was done through 

long-term temperature anomaly, defined as: 

 

𝑇𝑎 =
𝑇 − �̅�

�̅�
                                                                                                    (2) 

 

where T is the mean annual temperature of a given year and �̅� is the long-term average temperature, 

with positive and negative anomalies indicating warmer and cooler conditions than the baseline period 

respectively. 

 

Also, Mann-Kendall test [Eq. 3a-3d)] was employed to examine trends in monthly time series of the 

temperature datasets. This is a nonparametric statistic that has been used in earlier studies for trend 

analysis in climate time series data due to its robustness (Akinsanola et al., 2017; Abatan et al., 2016; 

Agyekum et al., 2018; Shiru et al., 2018; Jia et al., 2019; Mondal et al., 2018; Fu et al., 2013; Akande 

et al., 2017). The method was therefore utilized in this study to assess the trends and the magnitude of 

monthly time series data at 5 % significant level (𝛼). The test statistic Sm is given as: 

The Climate Prediction Centre gauge-based analysis of global daily minimum and maximum 

temperature and precipitation product was initiated by the National Oceanic and Atmospheric 

Administration (NOAA) Climate Prediction Centre. The product is freely available on 0.5° 

latitude/longitude grids over the entire global land areas from 1979-present. The mandate is to 

construct a set of unified climate datasets with improved quality and inter-product consistency to suite 

a wide range of applications. In formulating the CPC-Global datasets, gauge reports from over 30,000 

stations worldwide including Global Telecommunication System (GTS), Cooperative Observer 

Network (COOP) and other national and international agencies, consisting of in-situ measurements 

and satellite estimates were utilised (NOAA/OAR/ESRL PSL). 

 

2.3 Methods 
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𝑆𝑚 = ∑ ∑ 𝑠𝑖𝑔𝑛(𝑥𝑗 − 𝑥𝑖)                                                                             (3𝑎)

𝑛

𝑗=𝑖+1

𝑛−1

𝑖=1

 

 

where x is the temperature variables and n is the number of observations. If 𝑥𝑗 − 𝑥𝑖 = 𝜑, it then 

follows that: 

 

𝑠𝑖𝑔𝑛(𝜑) = {

1    𝑖𝑓 𝜑 > 1
0     𝑖𝑓 𝜑 = 0
−1    𝑖𝑓 𝜑 < 1

                                                                                (3𝑏) 

 

The standardized Sm is computed by equation of the form: 

 

𝑍𝑆𝑚 =

{
 
 

 
 

𝑆𝑚 − 1

√𝑉𝑎𝑟(𝑆𝑚)
    𝑖𝑓 𝑆𝑚 > 1

0                       𝑖𝑓 𝑆𝑚 =  0
𝑆𝑚 + 1

√𝑉𝑎𝑟(𝑆𝑚)
     𝑖𝑓 𝑆𝑚 < 1

                                                                    (3𝑐) 

 

Reports have shown that for 𝑛 ≥ 25, the distribution of Sm statistic is assumed to be normally 

distributed. This implies that the mean, 𝜇𝑠𝑚 = 0, and the variance is defined as: 

 

𝑉𝑎𝑟(𝑆𝑚) =  
𝑛(𝑛 − 1)(2𝑛 + 5) − ∑ 𝑡(𝑡 − 1)(2𝑡 + 5)𝑡

18
                          (3𝑑) 

 

t is the number of ties.  

 

Basically, the null hypothesis is rejected, should 𝑍𝑆𝑚 yields result less or equal to the p-value. 

 

In addition to the aforementioned, the correlation coefficient r (Eq. 4a-4b) was applied to quantify the 

strength of association between the data distributions. This assesses the observed co-variation, and 

generally lies in the intervals, −1 ≤ 𝑟 ≤ 1, where -1 shows negative association, +1 signifies positive 

relationship, and 0 means no relationship of any kind between the two datasets. 

 

𝑟 =
1

𝑛 − 1
∑[(

𝑋𝑚 − �̅�𝑚
𝜎𝑚

)(
𝑋𝑜 − �̅�𝑜
𝜎𝑜

)]

𝑛

𝑖=1

                                                       (4𝑎) 

𝜎𝑚,𝑜 = √
1

𝑛
∑(𝑋𝑚,𝑜 − �̅�𝑚,𝑜)

2

𝑛

𝑖=1

                                                                          (4𝑏) 

 

The refined index of agreement (𝑑𝑟𝑒𝑓)  weights errors and differences, which in turn prevents 

exaggeration of squared values. It is given as (Willmott et al., 2012): 

 

𝑑𝑟𝑒𝑓 =

{
 
 
 
 
 

 
 
 
 
 1 −

∑ |𝑋𝑚 − 𝑋𝑜|
𝑛
𝑖=1

2∑ |𝑋𝑜 − �̅�𝑜|
𝑛
𝑖=1

, 𝑤ℎ𝑒𝑛                    

∑|𝑋𝑚 − 𝑋𝑜|

𝑛

𝑖=1

 ≤ 𝑐∑|𝑋𝑜 − �̅�𝑜|

𝑛

𝑖=1

∑ |𝑋𝑚 − 𝑋𝑜|
𝑛
𝑖=1

2∑ |𝑋𝑜 − �̅�𝑜|
𝑛
𝑖=1

− 1,𝑤ℎ𝑒𝑛

∑|𝑋𝑚 − 𝑋𝑜|

𝑛

𝑖=1

 > 2∑|𝑋𝑜 − �̅�𝑜|

𝑛

𝑖=1

                                          (5)       
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Consequently, the commonly used error statistics such as; MAE (Eq. 6) and MBE (Eq. 7) were further 

utilized to quantitatively measure the errors between the observed and the gridded datasets.  The MAE 

presents the magnitude of the mean difference between the measured and interpolated datasets, and 

varies between 0 and +∞. In any case, 0 value signifies a better score. The MBE demonstrates the 

degree of under- or overestimation of a model from observed values. It ranges between −∞ and +∞, 

with 0 value representing a perfect score. 

  

𝑀𝐴𝐸 = 
1

𝑛
∑|𝑋𝑜 − 𝑋𝑚|

𝑛

𝑖=1

                                                                                (6) 

𝑀𝐵𝐸 = 
1

𝑛
∑(𝑋𝑚 − 𝑋𝑜)

𝑛

𝑖=1

                                                                              (7) 

 

In Eqs. (4)-(7),  𝑋𝑚 and 𝑋𝑜 refer to modelled and observed data; �̅�𝑚 and �̅�𝑜 are the mean values of 

modelled and observed data; 𝜎𝑚 and 𝜎𝑜 define the standard deviation of the modelled and observed 

data; and  n is number of observations. 

  

In 𝑑𝑟𝑒𝑓 the 95 % confidence interval of each index value was calculated through bootstrap approach 

as contained in (Pereira et al., 2018). 

 

Finally, it is to be noted that the point-pixel comparison between the datasets were undertaken in this 

study to avert errors which may arise as a result of gridding of the observed data (Wang et al., 2019). 

 

3.0. Results and Discussion 

 

Two selected gridded, gauge-based, minimum and maximum temperature datasets namely; CRU and 

CPC are validated in this study relative to reference observation data for Upper Benue river basin 

between 1982 and 2006. These are presented on the annual and monthly timescales as the case may 

be. 

 

3.1. Spatial distribution 

The spatial representations of the minimum annual minimum temperature and maximum annual 

maximum temperature for the 25 years period over Upper Benue river basin are shown in Figure 2 for 

the reference observational data, CRU and CPC.  From the Figure (top row), it is clear that the 

observed minimum temperature is about 8°C over the Cameroon highland (Gembu),11°C over the Jos 

plateau and 10 °C at the northern fringes of the basin. Consequently, all the datasets captured 

remarkably well the observed temperature gradient along the varying topography, though with slight 

overestimation. However, in terms of magnitude, the CPC gives estimates which are closer to the 

observed values than the CRU dataset.  It is to be noted that each of the two main seasons of the year 

vis-à-vis; dry and rainy seasons has its peculiar low temperatures, which are mainly controlled by (i) 

the dust-laden wind (the harmattan) driven by the tropical continental (cT) airmass from the Sahara 

Desert and, (ii) the tropical maritime (mT) airmass from the Atlantic Ocean which is associated with 

cloudiness and moist convection (Eludoyin et al., 2014; Abatan et al., 2016). While the high 

elevations of the eastern and north-central highlands are the driving factors for the low temperatures 

over the Mambila and the Jos plateaus, incidentally, the low temperature in the northern axis of the 

basin is induced by the harmattan wind, owing to its proximity to the Sahara Desert. Thus, this 

explains the sole reason why low temperature is recorded in this region. 
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Figure 2: Geographical distribution of temporal temperature datasets covering the period of 1982-

2006 with the top row illustrating the annual minimum temperature, and the bottom row representing 

the annual maximum temperature for (a) Observed (b) CRU and, (c) CPC. 

 

The observed variations in the maximum annual maximum temperatures (Figure 2, bottom row) over 

the study domain show a general increasing trend from south to north with marked peak values of 33, 

36 and 42 °C respectively over Gembu, the Jos plateau and the northern fringes of the basin. The 

gridded datasets have good representations of the observed trends, though with differing margins. 

However, the CPC dataset captured reasonably well the observed pattern than the CRU in this regard. 

The influence of inter-tropical discontinuity (ITD) on the microclimate of the basin is significant, as it 

controls the spatial variability of climate over Nigeria as a whole, and even the West African 

subregion. This is a region of trade-wind confluence which generates weak horizontal pressure 

gradients as a result of contact between the cT and mT with consequent, weak wind at the surface. 

Though, the Saharan heat-low (SHL) dominates the seasonal progression of air temperature over the 

study domain. In any case, the seasonal evolution of the ITD aligns with the seasonal cycle of the 

SHL. This accounts for high temperatures being experienced over this region, particularly, during the 

month of April, as a result of low humidity, occasioned by dry continental air mass associated with 

SHL. 

 

3.2. Air temperature anomalies 

The inter-comparison of the anomalies of surface air temperature across the seven meteorological 

stations over the basin from 1982 to 2006 is shown in Figures 3 and 4 respectively. Figure 3 presents 

the anomalies for minimum temperature, while Figure 4 indicates the maximum temperature 

anomalies. Essentially, temperature anomaly measures the inter-annual variability in temperature and 

allows assessments of the magnitude of deviation of gridded datasets from the observation. 

Consequently, positive anomalies signify warmer conditions, while negative values depict cooler 

conditions. The observed anomalies in minimum temperature show increasing trends in all the 

stations except over Gembu where a decreasing trend was noticed. These conditions are well 

replicated by the gridded datasets, although, they failed to capture the unique cooling condition over 
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Mambila plateau. Interestingly, the gridded datasets represent well the exceptional cooling conditions 

of 1989 over all the stations, though, with varying magnitudes. Nevertheless, none of the datasets 

systematically performed best over all the stations. The CRU dataset has improved skill in 

representing the anomalies over Ibi, Jos and Maiduguri, while CPC dataset better reproduces the 

anomalies over Bauchi and Yola. In any case, the gridded datasets have worst performance records 

around Dadin Kowa and Mambila plateau. 

   

The ability of the gridded datasets to skilfully replicate the inter-annual anomalies of the maximum 

temperature are evaluated similar to the minimum temperature as represented in Figure 4. Here, the 

CRU dataset better captures the signs and magnitudes of the observed anomalies as compared to the 

CPC dataset. However, the CPC data reproduces the cooling trends in maximum temperature over 

Mambila plateau to a very large extent. They signify a cooling trend in almost all the stations rather 

than the warming trend noticeable in the reference observation data, thus, this is alien to the warming 

trend reported in literature over West Africa including the Upper Benue river basin. It is therefore 

evident that CRU outperformed CPC in this regard and better represents the observed anomalies. 

 

 
Figure 3: Interannual variability of minimum air temperature anomalies of the reference observation 

data and CRU and CPC datasets over UBRB between 1982 and 2006 

 

 
Figure 4: Interannual variability of maximum air temperature anomalies of the reference observation 

data and CRU and CPC datasets over UBRB between 1982 and 2006 
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3.3. Mean monthly annual cycle of surface air temperature climatology 

The results of the evaluation of annual cycle of mean monthly climatology of air temperature are 

shown in Figures 5 and 6 respectively, covering a 25 years’ period (1982-2006) over the study domain 

for in-situ measurements and gridded temperature datasets. This presents the capability of the gridded 

datasets to replicate the seasonal distribution and to demonstrate their skills in capturing the 

amplitudes and phases of the observed minimum and maximum temperatures. The variations in mean 

annual cycle of temperature exhibit a bimodal pattern with primary and secondary peak values 

occurring in the months of April and October respectively everywhere in the basin, except over 

Mambila plateau where the peak occurred much earlier in February due to early onset of rainy season. 

This is influenced by the montane climate identified with this region. Consequently, the month of 

August has a noticeable lowest day and night time temperature values. In any case, the maximum 

nocturnal temperatures (Figure 5) are 24 °C in Bauchi, 25 °C around Dadin Kowa, Ibi and Maiduguri, 

while Gembu and Jos have unique values of 16 and 18 °C respectively and 21 °C in Yola.  The 

highest daytime temperature values (Figure 6) are observed to be in consonant with the night 

temperatures over the stations, thus, the temperature values at these stations are characterised by 

diurnal variation with maximum ranging from 28 to 42 °C. 

  

These observed features in seasonal temperature variations everywhere in the basin are well replicated 

to a large extent by the gridded datasets, though with noticeable over- and underestimations. It is 

worthy of note that the gridded datasets grossly overestimate the observed pattern over Gembu and 

Yola which appear to be more in CPC dataset, suggesting CRU dataset to be more outstanding in this 

regard. 

 

 
Figure 5: Mean monthly annual cycle of minimum temperature between 1982 and 2006 
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Figure 6: Mean monthly annual cycle of maximum temperature between 1982 and 2006 

 

3.4. Analysis of PDFs for minimum and maximum temperatures 

The capabilities of the spatially interpolated temperature datasets to measure closely the distributions 

of the observed minimum and maximum temperature data over the basin was evaluated using PDF 

metric along with Perkin’s skill score. Figures 7 and 8 show comparison of observed and spatially 

interpolated PDFs for minimum and maximum temperatures respectively; while, Figures 9(a) and (b) 

indicate their corresponding PDF-based skill scores. The shapes of the gridded data’s PDFs for both 

minimum and maximum temperatures measured closely the shape of the observed PDF, similar to the 

findings reported by Perkins et al. (2007), Fu et al. (2013), and Anandhi et al. (2019). Although, the 

deviations of the gridded datasets from observed data are substantial in Gembu and Yola for minimum 

temperature, but have improved skill in replicating the observed maximum temperature. The CPC 

PDFs closely match the observed PDFs over Bauchi and Maiduguri for minimum temperature, while 

the CRU produced the best replica over Bauchi, Ibi and Jos plateau for maximum temperature. 

The skill score in Figure 9(a) and (b) reveal the strength and weakness of the gridded datasets in 

representing the observed PDFs. This generally varies from 0.6 to 0.9 for minimum temperature, 

while the range in maximum temperature is between 0.5 and 0.9. The results from the skill score 

agree with those obtained from the PDFs. Apparently, the CPC data skill scores are higher for 

minimum temperature, while the CRU shows better performance for maximum temperature. In any 

case, the CPC dataset is found to have best skill score and therefore appears to be most agreeable with 

the reference observational data, hence it is considered to be most outstanding in representing the 

distribution of the observed temperature over the entire study domain.   
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Figure 7: Probability density function for observed and gridded minimum temperature dataset 

 

 
 

Figure 8: Probability density function for observed and gridded maximum temperature dataset 
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Figure 9: PDF- based skill score for (a) minimum temperature (b) maximum temperature  

 

3.5. Analysis of Statistical Indices 

 

In this section, the results from different statistical methods applied to the monthly minimum and 

maximum temperature are presented for the seven weather stations in Upper Benue river basin to 

further understand the performance of the gridded datasets. Figures 10 (a) and (b) present the MBE 

for the minimum and maximum temperature respectively; while the MAE are shown in Figures 11 (a) 

and (b) indicating the quantitative measure of the dataset. Likewise, the root mean square error, 

RMSE, coefficient of correlation, r and, refined index of agreement, dref  for the datasets are presented 

in Table 2 and 3.  MBE indicates the degree of over- or under-prediction of observation; while MAE 

and RMSE are pointers to the overall performance of the gridded datasets; a high MAE signifies a 

poor replica of observation, while a low MAE depicts good performance. This is also true for RMSE. 

The r and dref measure the degree of correspondence between the modelled and observed data. The 

use of dref for the evaluation in conjunction with r was primarily to strengthen the outputs, since the 

results from dref are not influenced by the presence of outliers in datasets. In the main, the two datasets 

are noted to have similar biases, though with varying magnitudes: positive bias for the minimum 

temperature, while the maximum temperature has negative bias, with exception of few stations. On 

the whole, the warm bias is most prevalent over Yola than other stations suggesting overestimation of 

the observed minimum temperature. The magnitudes are more in CPC than the CRU datasets. 

Conversely, the CRU dataset grossly underestimates the observed maximum temperature in 

Maiduguri station, but nevertheless, the underestimations are more in CPC dataset than in CRU, 

suggesting a better representation of the observed temperature values. 

 

 
Figure 10: Mean bias error for (a) minimum temperature (b) maximum temperature  

 

Further assessment using MAE and RSME indices demonstrate similar magnitudes of errors to those 

obtained from MBE between the reference ground observation dataset and the gauge-based data. 

Consequently, the CRU dataset records the lowest MAE and RMSE in most of the stations with the 

exceptions of Bauchi, Gembu and Maiduguri for both minimum and maximum temperature, though 

with narrow margins.  However, Yola weather station depicts the highest MAE and RMSE and 

turnout to be the worst of all stations for both datasets. Nevertheless, the CRU dataset appears to be 

substantially better than the CPC owing its low error statistics. 
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Figure 11: Mean absolute error for (a) minimum temperature (b) maximum temperature  

 

The 𝑑𝑟𝑒𝑓  proposed by Willmott et al. (2012) and demonstrated by Pereira et al. (2018) was used to 

test the level of agreement of the datasets relative to the reference observations over the study domain. 

The results obtained from the 𝑑𝑟𝑒𝑓 are similar to those from r.  However, the range of values obtained 

using 𝑑𝑟𝑒𝑓 are generally lower but yet credible enough to reveal the accuracy of the datasets. For 

instance, the CRU and CPC datasets have r values that vary from 0.72 to 0.97 for minimum 

temperature, and 0.61 to 0.92 for maximum temperature.  Correspondingly, the dref generally range 

between 0.50 and 0.89 for the gridded datasets for both minimum and maximum temperatures. 

However, Yola station recorded exceptionally low dref of 0.46 and 0.37 respectively for CRU and 

CPC. This range of values concurs with those obtained from r and therefore reveals the strengths of 

the temperature products across the basin. Based on level of agreement with the ground reference 

observations in terms of correspondence and low error value, CRU was found to be more reliable than 

CPC. 

  

The ability of the monthly gridded temperature datasets to measure closely the observed trends was 

evaluated over Upper Benue river basin using Mann-Kendal rank statistics, 𝜏. These are shown in 

Tables 2 and 3 for the minimum and maximum temperatures respectively. During 1982-2006, the 

observed temperatures in the basin depict statistically significant and nonsignificant warming trends at 

5 % significance level over the stations. Nevertheless, over a significant cooling trend were recorded 

for both minimum and maximum temperatures over Gembu. Separate reports indicating decreasing 

trend in temperature over the montane climate zones in Nigeria are substantially available in literature 

(e.g. Akinsanola and Ogunjobi, 2014; Abatan et al., 2016; Yusuf et al., 2017). However, Dadin Kowa 

and Yola stations show decreasing trends for minimum and maximum temperatures respectively. The 

warming trend is well replicated over most stations by the datasets. Nevertheless, CRU failed to 

capture the warming trend over Ibi, Maiduguri and Yola for minimum temperature; while, CPC lacks 

skill in depicting the warming trend over majority of the stations for maximum temperature. To a 

large extent, the degrees of warming and cooling trends are in some cases over- and under-predicted 

by the datasets. The findings on warming trend of temperature data over the study domain are well 

supported by earlier studies (e.g. Eludoyin et al., 2014; Abatan et al., 2016; Ilori and Ajayi, 2020) 

who separately reported statistically significant increasing trend in both minimum and maximum 

temperature over most part of Nigeria. 

 

Table 2: Mann-Kendall rank statistic, τ, coefficient of correlation, r, refined index of agreement, dref 

and, root mean square error, RMSE for minimum temperature (°C) 

Station 
OBS CRU CPC CRU CPC CRU CPC CRU CPC 

τ r dref RMSE 

Bauchi 0.220** 0.073** 0.233** 0.959 0.964 0.874 0.886 0.917 0.858 

Dadin Kowa -0.084** 0.007** 0.500 0.832 0.683 0.749 0.677 2.418 3.126 

Gembu -0.450** 0.387 0.433 0.721 0.774 0.517 0.621 2.213 2.450 

Ibi 0.220** -0.040** 0.367** 0.950 0.901 0.846 0.733 0.787 1.227 

Jos 0.067** 0.048** 0.113 0.912 0.843 0.644 0.533 1.080 1.447 

Maiduguri 0.007** -0.017** 0.064** 0.920 0.969 0.765 0.868 2.313 1.417 

Yola 0.070** -0.023** 0.121 0.746 0.719 0.458 0.374 3.506 3.991 

** significant at 95 % confidence interval 
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Table 3: Mann-Kendall rank statistic, τ, coefficient of correlation, r, refined index of agreement, dref 

and, root mean square error, RMSE for maximum temperature (°C) 

 
Station 

OBS CRU CPC CRU CPC CRU CPC CRU CPC 

τ r dref RMSE 

Bauchi  0.533 0.327 -0.253** 0.911 0.838 0.832 0.756 1.196 1.734 

Dadin Kowa 0.487 0.360 -0.507 0.809 0.710 0.703 0.544 1.976 2.810 

Gembu -0.494 0.280** -0.440 0.607 0.789 0.624 0.717 2.156 1.690 

Ibi 0.019** 0.004** -0.176 0.961 0.840 0.466 0.707 0.784 1.840 

Jos 0.019** 0.037** -0.107 0.919 0.804 0.777 0.665 1.052 1.603 

Maiduguri 0.005** 0.021** -0.039** 0.806 0.907 0.601 0.810 2.692 1.503 

Yola -0.043** 0.004** -0.128 0.757 0.763 0.693 0.669 2.283 2.441 

** significant at 95 % confidence interval 
 
4.0. Conclusion 
 
Adequate meteorological variables such as; temperature datasets needed for impact models are 
lacking over Upper Benue river basin due to inadequate spatiotemporal continuity and distributions of 
gauging stations as well as limited and restricted accessibility. Accordingly, we present in this study 
the inter-comparison of two global, gauge-based gridded temperature datasets (CRU, CPC) with 
ground-based reference observations to assess their skills in representing the present-day observed 
temperature climatology. Results from spatial distributions of both minimum and maximum 
temperatures show the gridded datasets to represent reasonably well the observed patterns. There are 
markedly low temperatures over the Jos plateau and the Cameroon highland in the western and 
southern   peripheries of the basin due to high altitudes. Temperature increases exponentially as one 
move towards the northern fringes of the basin. However, an exceptionally low temperature around 
the northern axis during the harmattan period is well documented owing to its proximity to Sahara 
Desert. By the way, the CPC dataset showed improved skill in replicating these observed features.  
The interannual variability in both minimum and maximum temperatures show positive anomalies, 
which signify warming trends in almost all the stations; except over Gembu, where a cooling trend 
was noticed. The gridded datasets measured closely these observed conditions. However, CRU 
datasets are noted to outperform the CPC data in this regard. Also, the annual cycle of mean monthly 
temperature exhibits a bimodal pattern, with primary and secondary peaks occurring in the months of 
April and October everywhere in the basin except over Gembu. In any case, the nocturnal temperature 
variations range from 13 to 25 °C, while the diurnal temperature varies between 23 and 42 °C. 
Overall, temperatures are lower over the Jos plateau and Cameroon highland with Maiduguri 
recording the highest maximum temperature. Interestingly, the gridded temperature products show 
good skills in capturing the observed amplitudes and phases, though with varying margins. 
  
Results from PDF analysis reveal the shapes of the PDFs for the spatial interpolated datasets to 
capture remarkably well those of the observed PDFs everywhere in the basin, although, substantial 
difference exists over Gembu and Yola in minimum temperature. In any case, the dispersity was noted 
to be higher in CPC than in CRU dataset.  These findings were further corroborated by Perkin’s skill 
scores for the PDFs which indicate good performance of the gridded datasets in the range of 0.6 to 0.9 
and 0.5 to 0.9 for minimum and maximum temperatures respectively. 
   
Further assessments indicate CRU to be substantial in this study as compared to CPC owing to its 
lowest error magnitudes and higher degrees of pattern correspondence using statistical indicators as 
MAE, MBE, RMSE, r and dref. Also, results from Mann-Kendall statistics suggest significant 
warming trend for both minimum and maximum temperatures, except over the Cameroon highland 
where a significant cooling trend was obvious. The CRU datasets reproduced these observed trends 
with some degrees of accuracies, whereas CPC was dubious in replicating the observed warming 
trends for maximum temperature over the entire study domain. In spite of the improved performance 
of CRU over CPC in most stations, CPC was as well noted to outperform CRU in some stations. 
Based on improved performance of CRU datasets over the study site, it is therefore deemed suitable 
for impact models.   
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ABSTRACT 
 

The study investigated the dynamic soil properties of States in Niger Delta region of Nigeria as a 

function of seismic activities. The down-hole seismic test was used to determine the response of the 

soils. The results of soil samples collected up to 30m depth, showed that the average young 

modulus increases with increase in depth, which ranged from 115.77±1.74 to 3231.17±1.01 kPa 

across the States. Also, shear wave velocity generally increases with increase in depth. The 

average shear wave velocity across the States ranged from 126.00±1.86 to 288.00±2.63m/s. Also, 

the average P-wave velocity increases with depth, with values across the States ranging from 

310.60±3.51 to 656.00±3.69m/s. On the other hand, the void ratio was observed to be constant at 

certain range of depth, and in most with values across the States ranging from 0.651±.093 to 

0.860±.067. Unlike void ratio, Poisson’s ratio fluctuates with depth, with values across the States 

ranging from 0.23±2.27 to 0.36±1.18. Based on the results, the Niger Delta region may be resistant 

to earthquake, but as an oil hub of Nigeria, it is also susceptible to earthquake that could be 

triggered by stress due to heavy load and seismic activities. 

 

Keywords: Seismic activities, Soil dynamic response, Niger Delta region 

 
1.0. Introduction 

 

Globally, natural disasters have become a great challenge to humans. These disasters ranged from the 

failures of embankments, natural slopes, earth structures and foundations; and they have been 

attributed to the liquefaction of sands, landslides and slope instability (Ige et al., 2016). However, 

these natural disasters are a result of seismic effects and only occur in a geographical area with 

distinct characteristics. The geotechnical seismic response is a function of intense motion due to the 

stress-strain response of soils. The parameters of soil mechanical properties of damping ratio (D), 

shear modulus (G), shear wave velocity (Vs) and Poisson's ratio are those connected with dynamic 

loading.  

 

The wave generated due to earthquakes developed vibrations in the ground and create severe natural 

disasters which are functions of regional seismicity, nature of the source of mechanism, geology, and 

local soil conditions. Seismic activities of a natural or induced earthquake or earth tremor, tsunami, 

flood, cyclone liquefaction, and landslide cause extensive damages to the environments, roads, 

buildings, bridges, ports, life-line, oil and gas infrastructures and loss of life. Earthquake or earth 

tremor is the trembling or shaking of the ground resulting from the unexpected or startling release of 

energy within the earth. Its activities result from accumulated stresses within the outer 700 Km shell 

of the earth (Osagie, 2008).  

 

Historical and notable earthquakes or earth tremors in Nigeria were compiled and documented from 

journals, personal communications with the natives of the associated areas and newspapers written 

from 1933 - 2016. These developments in the nations' geological history bring to the question of age-

long belief that Nigeria is seismically safe and not prone to earthquakes. The possible mechanisms for 

these intraplate tremors could be due to the regional stress created by the West African Craton 

(Adepelumi et al., 2008). In homogeneities and zones of weakness in the crust created by the various 

episodes of magmatic intrusions and other tectonic activities also were considered as sources of 

seismicity in Nigeria. Two assumptions and theories were considered as the possible basis of the 

seismicity in the country, the possible faults systems were inferred based on the spatial distribution of 
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The soil samples were collected from four (4) States of the Niger Delta Region of Nigeria. The 

sampling locations are in Rivers State (Akinima and Mbiama Towns in Ahoada West Local 

Government, Ogbogu Town in Ogba/Egbema/Ndoni Local Government Area, Tombia Town in 

Degema Local Government Area and Bori Town in Khana Local Government Area; Bayelsa State 

(Igbogene and Agudama Towns in Yenagoa Local Government Area, Otuasega Town in Ogbia Local 

Government Area and Nembe Town in Nembe Local Government Area), Akwa-Ibom State (Ikot 

Abasi Town in Ikot Abasi Local Government Area, Ibagwa Town in Abak Local Government Area 

and Ibiaku Offot Town in Uyo Local Government Area) and Delta State (Aboh Town and Afor 

Ogbodigbo Town in Ndokwa East Local Government Area). 

 

2.2. Soil sample collection 

All soil samples were collected by subsurface exploration activities at the sites which included drilling 

and deep boring by standard penetration test (SPT). In-situ field test and laboratory test were adopted 

in this research work. The tests were conducted to estimate the dynamic soil properties. The soil 

samples were dried, crushed and sieved on sieve No. 4 (4.75mm) with standard and known weights 

taken, mixed with amount water which represented natural water content state. Soil samples were 

remolded to field density and natural moisture content stage. Samples were prepared with specimen 

standard measurements of 20mm height and 70mm diameter, placed in membrane of rubber, mounted 

on bottom plate of cyclic direct simple shear machine of confined rings of control lateral deformation 

at consolidation stages. 

 

2.3. Seismic bore-hole test 

This test enables characterization of lithologic and ground water flow conditions than cuttings, split 

spoon samples, or core samples alone in a more detailed manner. The borehole technique has an 

advantage in that it can describe subsurface conditions in greater detail than surface-based methods. 

By the cross-hole seismic (CS) measurements, the dynamic elastic moduli including shear modulus, 

Young's modulus, and Poisson's ratio can be determined. This is a field test in which bore holes are 

installed and instrumented to measure the wave propagation velocity.   

the earth tremors in Yola- Dambata, Akka-Jushi, and Warri – Ijebu Remo systems (Afegbua, 2011). 

Most of these fault systems are trending northwest-southeast. The second was affirmed that earlier 

theory revealed that the tremors occurred in the inland extension of the northeast- southwest 

originating from the Atlantic Ocean and that possibly causes the activities along the Ijebu-Ode and 

Ibadan axis which is inferred to be associated with the Ifewara- Zungeru fracture systems (Adepelumi 

et al., 2008). 

 

Some earth tremor reviewed and documented in Nigeria is of southern origin, (Osagie, 2008; Akpan 

and Yakubu, 2010). The areas which have experienced ground motion include Lagos, Ibadan and Ile-

Ife on 22nd June 1939. On the same day, the event was recorded in Accra (Ananaba, 1991); Ijebu-

Ode on 21st December, 1963 (Ajakaiye et al., 1987); Ibadan, Ijebu-Ode, Shagamu and Abeokuta on 

28th July and 2nd August, 1984 (Ajakaiye et al., 1987); Ibadan and Ijebu-Ode on 27th June, 1990 

(Ananaba, 1991; Ojo, 1995 and Osagie, 2008); Okitipupa in 1997 (Odeyemi, 2006), Okitipupa, 

Ibadan, Ijebu-Ode, Akure, Shagamu, Abeokuta and Oyo on 7th March, 2000 (Elueze, 2003; Odeyemi, 

2006; Akpan and Yakubu, 2010). Tremors were also felt in other parts of the country, Gembu and 

Jalingo on 16th October 1982, Yola on 8th December 1984 and March 2005 (Akpan and Yakubu, 

2010), Kombani Yaya in present-day Gombe State between 18th to 19th June 1985 (Ugodulunwa et 

al., 1986; Ajakaiye et al., 1988). Dan Gulbi near Gusau in Zamfara State on November 7, 1994, 

witness some ground motion caused by an earthquake of local magnitude 4.2 (Akpan and Yakubu, 

2010). Lupma near Minna in Niger State also experienced ground motion on 25th March 2006 

(Akpan and Yakubu, 2010). Historical earthquakes or earth tremors in Nigeria were compiled from 

journals, personal communications with the natives of the associated areas and newspapers written 

from 1933 -2016. The intensities of these events ranged from III to VI based on the Modified Mercalli 

Intensity Scale. Therefore, this study investigates the dynamic soil properties of Niger Delta region of 

Nigeria as a function of seismic parameters. 

 

2.0. Methodology 

 

2.1. Sample location 
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The shear wave velocity and p-wave velocity were determined using the down-hole seismic (DS) test 

method, which uses a hammer source at the surface to impact a wood plank and then generate shear 

and compressing waves. This is typically accomplished by coupling a plank to the ground near the 

borehole and then impacting the plank in the vertical and horizontal directions. The energy from these 

impacts is then received by a pair of matching three component geophone receivers, which have been 

lowered in the down hole and are spaced at 1.5 m to 3 m apart. 

 

3.0. Results and Discussion 

 

The seismic down-hole dynamic soil properties of the various locations in Niger Delta region of 

Nigeria was studied based on young modulus, shear wave velocity, p-wave velocity, void ratio and 

Poisson’s ratio. 

 

3.1. Variation of Young modulus 

The Young modulus, as an important material property essential for the evaluation of soil dynamic 

response, was studied and compared across the five States of the Niger Delta region represented in 

Figure 1. Thus, the average young modulus increased with increase in the sampling depth. Though, 

the behavior of young modulus in sites located in Rivers State showed high fluctuating characteristics 

compared to sites in the other States. However, from analysis, the numerical values of the average 

young modulus obtained from sites located in Rivers State ranged from 156.96±2.18-3231.17±1.01 

kPa, while others ranged from 118.17±3.37-2809.21±2.51 kPa for Bayelsa State, 119.81±1.13-

2769.53±0.46 kPa for Akwa Ibom State and 115.77±1.74-2900.25±2.09 kPa for Delta State. 

Although, at initial and final soil depth of 30m, the values of young modulus recorded across the soil 

layers as depth increases was highest in Bayelsa State followed by Akwa-Ibom, Delta and Rivers 

State. Despite the variations, the average young modulus across the States is not significantly 

different. Therefore, it can be said that the soil dynamic response of States in the Niger Delta region 

of Nigeria, based on the young modulus analysis, are interwoven. 

 

 
Figure 1: Variation of young modulus across the States 

 

3.2. Variation of shear wave velocity  

Figure 2 shows the profiles of the variability in shear wave velocity in Niger Delta soils. This property 

is important for characterization of vibration effect that often resulted in earthquake or tremor. 

Although this situation, especially earthquake, has not been recorded in this region, but there is 

potential for its occurrence in the future due to the continuous exploitation of crude oil and gas. The 

determination of shear wave velocity in soil makes the measurement of soil stiffness easy to 

determine (Viggiani and Atkinson, 1995). Hence, the soils’ analysis revealed that shear wave velocity 

generally increase with increase in soil depth. The average shear wave velocity results obtained from 

the sites across the State ranged from 128.30±1.78 to 288.00±2.63m/s, 130.00±0.56 to 

253.67±1.09m/s, 136.67± to 264.00±3.01m/s and 126.00±1.86 to 275.00±1.42m/s Rivers, Bayelsa, 

Akwa Ibom and Delta States respectively. Again, the ranges of shear wave velocity recorded across 

the Niger Delta States show no much variation. Hence, the shear wave velocity results have further 

shown that the Niger Delta region of Nigeria shares a similar soil dynamic response. 
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Figure 2: Variation of shear wave velocity across the States 

 

3.3. Variation of P-wave velocity  

Figure 3 showed the profiles of p-wave velocity investigated between 0.85 to 30m soil depth across 

site locations. Like the shear wave velocity, p-wave velocity generally increases with increase in soil 

depth in all the investigated sites. Meanwhile, the magnitude of p-wave velocity recorded is over 

twice the values of shear wave. However, as shown in Figure 3, the average p-wave velocity recorded 

in Delta is slightly higher than those obtained from other States, especially beyond 15 meters depth, 

with values ranging from 325.50±3.02-649.50±1.32m/s, while the average values of p-wave velocity 

recorded in the other States ranged from 310.60±3.51-595.00±0.77m/s, 327.25±2.10-579.25±3.04m/s 

and 345.67±2.11-656.00±3.69m/s respectively. Like shear wave velocity, the average p-wave velocity 

in the Niger Delta States is not significantly different. 

 

 
Figure 3: Variation of p-wave velocity across the States 

 

3.4. Variation of void ratio 

Figure 4 shows the profiles of the average void ratio of the respective States obtained across site 

locations. The void ratio was observed to be constant at certain range of depth in the soil strata, and in 

most cases, it does not increase correspondingly with depth. These circumstances arose due to soil 

characteristics, primarily due to particles size distribution across the soil strata. The ranges of average 

void ratio results obtained from the States are recorded as 0.672±1.001 - 0.860±.067, 0.651±0.093 - 

0.751±0.115, 0.700±2.134 - 0.804±1.071 and 0.670±1.404 - 0.801±0.833 for Rivers, Bayelsa, Akwa-

Ibom and Delta States respectively. Again, there is high proximity of void ratio values of soils in the 

different States, which at some sites, it cannot be vividly differentiated. 

 

It has been established that larger void ratio may reduce the dynamic shear modulus and shear wave 

velocity of soil, and as well, the natural frequency (vibration) of soil due to earthquake load (Panuska 

and Frankovska, 2016; Munirwansyah et al., 2020). Therefore, it can be inferred from the range of 

void ratio recorded that Niger Delta soil may be resistant to earthquake. 
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Figure 4: Variation of void ratio across the States 

 

3.5. Variation of Poisson’s ratio  

Figure 5 showed the profiles of average Poisson’s ratio obtained from the sites locations in the various 

States. Unlike void ratio, Poisson’s ratio was observed to be highly fluctuating with depth. The 

fluctuations can be attributed to soil characteristics properties. From the figure, it can be seen that 

Bayelsa State recorded the least average Poisson’s ratio, while it was relatively highest in Delta State 

at some soil depth. The average Poisson’s ratio obtained from sites located across the States ranged 

from 0.25±1.04 - 0.35±2.09 for Rivers State, 0.23±2.27 - 0.33±1.14 for Bayelsa State, 0.27±0.92 - 

0.35±2.20 for Akwa Ibom State, and 0.25±1.48 - 0.36±1.18 for Delta State. 

 

 
Figure 5: Variation of Poisson’s ratio across the States 

 

4.0. Conclusion 

 

The seismic dynamic soil properties of the various sites across the States of Niger Delta region based 

on analysis of young modulus, shear wave velocity, p-wave velocity, void ratio and Poisson’s ratio 

showed no significant different in the soil dynamic properties within the region. In addition, the young 

modulus, shear wave velocity and p-wave velocity, generally increased with soil depth, while the void 

ratio was constant at certain range in the soil layers. These circumstances were due to particles size 

distribution across the soil strata. Also, there was high fluctuation in Poisson’s ratio as soil depth was 

increased. However, based on results of some of the dynamic soil properties, it can be concluded that 

the Niger Delta region may be resistant to earthquake, but as an oil hub of Nigeria, it is also 

susceptible to earthquake that could be triggered with time if over stressed by heavy load and seismic 

activities. 
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ABSTRACT 
 

This study investigated the magnitude of potentially toxic element (PTE) in fecal sludge and the 

level of contamination of soil and food crops at Ubakala, Abia State, Nigeria. Soil samples were 

collected in four cardinal points at north (N), south (S), east (E) and west (W) of 1 m, 5 m, 15 m 

and 30 m from the edge of the fecal sludge dumpsite and standards (2 ppm, 4 ppm and 6 ppm) were 

prepared from 1000 ppm stock solution of the metals and used to plot the calibration curve with 

Atomic Absorption Spectrometer. Commonly consumed Carica papaya, Telfairia occidentalis and 

Manihot esculenta leaf samples were collected and analyzed to measure the concentrations of 

PTEs such as Cd, Zn Cr, Mn, Pb and Cu. The concentrations of Zn (12.41±0.30 mg/kg), Cd 

(0.07±0.00 mg/kg), Cr (4.47±0.34 mg/kg), Cu (2.12±0.03 mg/kg), Mn (8.13±0.03 mg/kg) and Pb 

(0.01±0.00 mg/kg) in dried fecal sludge are below the permitted limits of European Union. 

Concentrations of PTEs in soil and plants were Zn (13.40±1.20 to 100.80±1.40 and 1.24±0.06 to 

56.02±5.02 mg/kg), Cd (0.07±0.01 to 0.92±0.02 and 0.0000±0.000 to 0.085±0.01 mg/kg), Cu 

(6.27±0.31 to 31.39±1.04 and 0.002±0.001 to 10.80±2.01 mg/kg), Mn (36.00±1.56 to 188.57±2.25 

and 0.11±0.00 to 17.21±2.01 mg/kg), Cr (2.40±0.40 to 21.03±1.43 and 0.000±0.00 to 9.60±1.13 

mg/kg) and Pb (0.09±0.02 to 0.35±0.03 and <0.00001±0.00 to 0.008±0.00 mg/kg), respectively. 

Zinc in soil is higher than FAO/WHO permissible limit while Cd in soil is higher than FAO/WHO 

limit and Dutch criteria for soil. Zinc and Cr in food crops are higher than FAO/WHO permissible 

limit. Strong positive relationship exist between Zn in soil and food crops (r = 0.616, p<0.05). 

Based on the findings, it is recommended that the fecal sludge should be treated with lime to 

precipitate PTE content of sludge and lowering the corresponding environmental risks. 

 

Keywords: Fecal sludge, Soil quality, Food crops, Toxic elements, Ubakala 

 
1.0. Introduction 

 

Urban development in the last 30 to 40 years seems to have culminated to an increase in rural-urban 

migration in Nigeria, thus, increasing the population of people in urban areas. Urban development 

brings about an overall increase in the number of buildings by Landlords that are mostly occupied by 

tenants as well as some Landlords. The concomitant effect of sharp increase in number of tenants may 

result to an exponential inversely proportion on the generation of waste since people (i.e. the tenants) 

consume foods ranging from staples (garri, rice, yam etc.), fruits and vegetables (oranges, cucumber, 

carrots, pawpaw, spinach, bitter leaf, fluted pumpkin, waterleaf etc.) to can foods and takeaway. The 

foods eaten by the tenants digest in their alimentary system, and supply the body with the required 

nutrients while the rest are passed out from the body as feces. The fecal wastes are passed out into on-

site sanitation system. An on-site sanitation system is defined as a system of sanitation where the 

means of storage are contained within the plot occupied by the dwelling and its immediate 

surroundings (WHO, 2006). In Sub-Saharan Africa, 65 to 100 % of sanitation access in urban areas is 

provided through onsite technologies (Strauss et al., 2000). The on-site sanitation system gets filled 
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up with feces over a period of years and are emptied into tankers (trucks) without treatment, 

transported and discharged into open drains, irrigation fields, open lands, or surface waters. According 

to Bassan et al. (2014), a 5 m
3
 truck load of fecal sludge dumped into the environment is the 

equivalent of 5,000 people practicing open defecation. The amount of untreated fecal sludge 

discharged into the open environment poses a serious financial and public health risk. For example, 

the World Bank estimates that poor sanitation costs the world 260 billion USD annually and 

contributes to 1.5 million child deaths from diarrhea each year. Fecal sludge contains various heavy 

metals and microorganisms which have potential ecological, biological and health impacts (Hashem, 

2000). 

 

Since Ubakala is located in South east Nigeria which experience heavy rainfall during the wet season, 

the fecal sludge may be leached into water bodies with its concomitant challenges. For instance, the 

United Nations reported that about 1.8 billion people globally use source of drinking water that is 

contaminated with feces (Zziwa et al., 2016). Currently one in five children die from diarrheal related 

diseases, which is more than that of HIV Aids, malaria, and measles combined (UNICEF and WHO, 

2009) and chronic diarrhea hinder child development by impeding the absorption of essential nutrients 

that are critical to the development of the mind, body, and immune system (Strande et al., 2014). In 

furtherance of this, some proportion of the fecal sludge may contain heavy metals which is of great 

concern in the world. The accumulation of dissolved heavy metals in water is hazardous to water 

bodies and human health when their values are higher than the corresponding threshold (Pape et al., 

2012; Varol et al., 2013; Bu et al., 2015; Ogbonna et al., 2020a). 

 

Poor planning and ineffective implementation of laws and regulations for waste collection, treatment 

and disposal at various levels of Governance in Nigeria may have resulted to indiscriminate dumping 

of fecal sludge on terrestrial and aquatic ecosystems. As urbanization continues to take place, the 

management of fecal sludge is becoming a serious public health and environmental concern 

particularly in South east Nigeria. Fecal sludge from the on-site sanitation systems does not undergo 

treatment because there is no fecal sludge treatment plant in South east Nigeria. The technologies or 

technical options applied for fecal sludge treatment are categorized into established fecal sludge 

treatment technologies (co-composting, co-treatment in waste stabilization ponds, deep row 

entrenchment), transferred sludge treatment technologies (anaerobic digestion, lime addition, sludge 

incineration, mechanical sludge treatment) and innovative technologies (vermicomposting, black 

soldier fly, ammonia treatment) for fecal sludge treatment (Strande et al., 2014; Ackah, 2016). Poor 

fecal sludge management may have far reaching adverse impacts on the chemical characteristics of 

soil since the contents of fecal sludge may have the capacity to influence soil quality and possible 

accumulation of contaminants in plants. For instance, heavy metal is part of the constituents of fecal 

sludge (Hashem, 2000). 

 

Plants growing on potentially toxic element (PTE) contaminated soil tend to absorb PTE such as 

heavy metals from soil solution via the roots and translocate it to the stems and the leaves (Ogbonna 

et al., 2018a;  2020a). The chemical form of potentially toxic element in soil can strongly influence 

their uptake by plants as mobile ions present in the soil solution through the roots resulting in 

bioaccumulation of the elements in plants tissues (Pitchell and Anderson, 1997; Davies, 1983; 

Amusan et al., 2005). The harvest of such plants at maturity, their sales at the farms or in the markets 

and subsequent consumption by man (including animals) may result to accumulation of heavy metals 

in the body. Some potentially toxic element such as copper Cu, nickel (Ni), and zinc (Zn) are essential 

at trace amount while lead (Pb), cadmium (Cd) and mercury (Hg) are non-essential to living 

organisms. Consequently, the investigation of PTE in fluted pumpkin (Telfairia occidentalis Hook f.), 

pawpaw (Carica papaya Linn) and cassava (Manihot esculenta Crantz) growing at fecal sludge 

dumpsite is vital since these foodstuffs are important components of human diet. For instance, 

vegetables are rich in vitamins such as beta carotene, ascorbic acid, riboflavin, folic acid as well as 

minerals like iron, calcium, phosphorus, bioactive non-nutritive health promoting factors as 

antioxidants, phyto-chemicals, essential fatty acids and dietary fibre which are essential dietary 

constituents required for growth, development and reproduction (Gupta etal., 2008; Okonwu et al., 

2018). It (vegetables) also supply alkaline substance in the body to maintain acid-base balance 

(Funke, 2011), serve as medicine to reducing the risk of chronic diseases (Gosslau and Chen, 2004; 

Lee et al., 2008) cancer, blood pressure and high cholesterol (Antonious et al., 2009). Carica papaya 

contains enzymes, minerals (Santana et al., 2019), phytochemicals such as polyphenols, phenols, 
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The study was carried out in Ubakala in Umuahia South Local Government Area of Abia State, 

Nigeria (Figures 1 and 2). Ubakala is located in the lowland rainforest zone of Nigeria (Keay, 1959) 

and lies on latitude 5°26' to 5°34' N and longitude 7°22' to 7°33' E. It experience two seasons viz the 

wet season that is characterized with heavy rainfall between April to November and short dry season 

from December to early March. The mean annual rainfall is 1,122 mm, and annual relative humidity 

is over 65 % while the mean annual temperature exceeds 27 °C. 

 

 
Figure 1: Abia State showing Umuahia South 

Source: Ogbonna et al. (2020a) 

 

flavonoids, carotenoid, Lycopene, betacarotinoid, benzylisothyocynate, betacryptoxanthin, 

benzylglucosinolate, chlorogenic acid, caffeic acid, protocatachuic acid, Quercetin and traditional 

antioxidant vitamins such as vitamin C and E (Pinnamaneni, 2017). It (pawpaw) also contain 

hymopapain and papain which are widely used for digestive disorders (Huet et al., 2006), 

antihelminthic and anti-amoebic (Okeniyi et al., 2007), while leaf decoction is administered as a 

purgative for horses and used for the treatment of genito-urinary system (Pinnamaneni, 2017). 

Cassava root is rich in carbohydrate, calcium, iron, potassium, magnesium, copper, zinc, and 

manganese comparable to many legumes (Montagnac et al., 2009). 

 

This study aimed to determine the distribution of potentially toxic element (PTE) in soil and 

accumulation in food crops at fecal sludge dumpsite in Umuahia, Abia State, Nigeria and the result 

obtained were compared to permissible limits set by International Organizations and National 

Standards of some countries to ascertain the status of the fecal sludge as organic material and possible 

health implications of consuming food crops growing on the site. 

 

2.0. Methodology 

 

2.1. Study area  
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The surface elevation is about 120 m and the area has low-lying to moderately high plain topography. 

It is drained by Imo River and its tributaries are perennial, resulting in secondary rainforest vegetation 

along the river banks. Agriculture is well practiced by the people and crops commonly grown include 

cassava, maize, fluted pumpkin, yam, okra, groundnut, pawpaw, oil palm trees, cola nuts, cocoa while 

animals such as poultry birds, pigs, goats, snails are raised. 

 

 
Figure 2: Map of study area 

 

2.2. Sample collection 

2.2.1. Collection of fecal sludge samples    

The experiment was preceded by a visit to the fecal sludge dumpsite area. The purpose of the visit 

was to learn the history of the fecal sludge dumpsite, identify the food crops that were common in the 

study site, the various distances the food crops were growing at the four cardinal points from the edge 

of the fecal sludge dumpsite as well as the terrain of the site (which is table in nature). Fecal samples 

were collected with steel core sampler to the depth of 1 m from ten (10) different sampling points in 

four cardinal points (i.e. two sampling points each at north (N), south (S), east (E), west (W), and at 

the center (C) of the fecal sludge dumpsite. The steel core sampler was cleaned with deionized water 

for each individual sample collection to avoid cross-contamination. The samples from N, S, E, W and 

C were bulked together to form a composite sample and placed (about 160 g) in large ASEPA 

polythene bags, well-sealed, labeled, placed in a wooden box and covered to avoid contamination 

from external sources. The samples in the wooden box were transferred to the laboratory for pre-

treatment and analysis. The fecal samples were air-dried at room temperature until all moisture was 

completely eliminated. The sample was subjected to crushing and grinding and then homogenized 

using a porcelain pestle and mortar. The homogenized fecal samples were sieved (0.2 mm) and stored 

in refrigerator prior to digestion. The sample were analyzed for pH, organic matter, nitrogen (N), 
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phosphorus (P), potassium (K), calcium (Ca), sodium (Na), magnesium (Mg), and potentially toxic 

elements chromium (Cr), copper (Cu), cadmium (Cd), zinc (Zn), lead (Pb), and manganese (Mn) 

using standard laboratory methods. 

 

2.2.2. Collection of soil samples    

Surface soil (0-20 cm) samples were collected from eight (8) different points with thoroughly cleaned 

Dutch soil auger in four cardinal points (i.e. two sampling points each at north (N), south (S), east (E) 

and west (W) of 1 m, 5 m, 15 m and 30 m from the edge of the fecal sludge dumpsite in September 

2019. The Dutch soil auger was cleaned with deionized water for each individual sample collection to 

avoid cross-contamination. The control sample was collected in a 2 year upland bush fallow about 1 

km from the dumpsite where there was no visible source of contamination. Soil samples from the 

same distance (e.g. 0-20 cm depth from 1 m at N, S, E and W) were bulked together to form a 

composite sample and placed in large polythene bags (about 80 g), well-sealed, labeled, placed in a 

wooden box and covered to avoid contamination from external sources. The samples in the wooden 

box were transferred to the laboratory for pre-treatment and analysis. Each bulked soil sample was 

freed from roots, stones, and seeds and air-dried at room temperature until all moisture was 

completely eliminated. The samples were crushed, ground to increase the surface area for chemical 

reactions and homogenized using a porcelain pestle and mortar. The homogenized soil samples were 

sieved (< 2 mm) and analyzed for pH, organic matter, electrical conductivity (EC) and potentially 

toxic elements (Cr, Cu, Cd, Zn, Pb and Mn) using standard laboratory methods. 

 

2.2.3. Collection of plants samples      

Fresh leaves were sampled from eight stands each of Carica papaya Linn. (pawpaw, Caricaceae), 

Telfairia occidentalis Hook f. (fluted pumpkin, Cucurbitaceae) and Manihot esculenta Crantz 

(cassava or manioc, Euphorbiaceae) at each particular distance. For example, two (2) stands of 

pawpaw were collected each at N, S, E and W). The leaves were randomly collected in September 

2019 from different parts of each plant species using thoroughly cleaned secateurs. These three plant 

species were sampled because they were common among all sampling distance, thus, the plants were 

growing around the points where soil samples were collected from the fecal sludge dumpsite. Samples 

from each plant species was placed separately in large envelopes, labeled well and sealed, placed in a 

wooden box and covered to avoid contamination from external sources. The samples in the wooden 

box were transferred to the laboratory for pre-treatment and analysis. 

 

2.2.4. Analysis of potentially toxic element in plant samples     

The leaves were thoroughly rinsed with deionized water to remove adhered soil, dust and pollen 

particles and placed in large crucibles and oven dried at 60°C for 96 hours. The dried leaves samples 

was milled to fine powder (< 1 mm) using a cyclone sample mill (model 3010-019). The analysis was 

carried out using the procedure of Yeketetu (2017). About 0.5 g of each of the plant samples were 

weighed separately into a digestion flask and digested in furnace at 500 °C for four hours, and then 10 

ml of 6 M HCl were added, covered and heated on a steam bath for 15 minute in fume hood. Another 

1 ml of HNO3 was added and evaporated to dryness by continuous heating for one hour to dehydrate 

silica and completely digest organic compounds. Finally, 5 ml of 6 M HCl and 10 ml of water were 

added and the mixture was heated on a steam bath to complete dissolution. The mixture was cooled, 

filtered into a 50 mL volumetric flask and made up to the mark with distilled water (Singh et al., 

2010). Then the samples were analyzed for potentially toxic element (Cr, Cu, Cd, Zn, Pb and Mn) 

using Atomic Absorption Spectrometer (model AA-7000 Shimadzu, Japan). 

 

2.2.5. Analysis of exchangeable bases, organic matter, EC in fecal samples and potentially toxic 

element in soil and fecal sludge     

The procedures of Adeyeye (2005) and Bhowmick et al. (2013) was adopted with modifications. One 

(1) g of the sieved samples were weighed into digestion flask and 30 cm
3
 of aqua regia was added and 

digested in a fume-cupboard until clear solution was obtained, which was cooled, filtered and then 

made up to 50 ml mark in a standard volumetric flask with de-ionized water. A blank sample was 

prepared to zero the instrument before running other series of samples. Standards (2 ppm, 4 ppm and 

6 ppm) were prepared from 1000 ppm stock solution of the metals and used to plot the calibration 

curve. The curve was plotted automatically by the instrument. Exactly 0.2 g was pipette from 1000 
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ppm, pour into 100 ml flask and made to the mark with deionized water. This procedure was used in 

the preparation of 4 ppm and 6 ppm, respectively. High temperature was produced in the ignition 

chamber and provided enhanced reducing settings for the atomization of the respective 

metals/minerals. Each standard was aspirated by nebulizer, converted into an aerosol, mixed with the 

gases and converted into atomic form. All the standard solutions were analyzed and the calibration 

curve was plotted automatically for the metals/minerals of interest. Each metal/mineral (Pb, Mn, Zn, 

Cr, Cu, Cd, K, Na, Ca and Mg) were analyzed using its respective wavelength after which its 

concentration was generated from the standard graph by the instrument (Atomic Absorption 

Spectrometer, model AA-7000 Shimadzu, Japan). Triplicate digestion of each sample was carried out 

together with blank digest without the sample. The measuring conditions of Pb, Mn, Zn, Cr, Cu, Cd, 

K, Na, Ca and Mg ions are as follows: 

 

Pb: Burner height: 8.0 mm; Wave length: 283.3 nm; Burner angle: 0 degree; Slit width: 0.7 nm; Fuel 

gas flow rate: 2.3 L/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 

curve is made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.6 ppm standard solutions prepared from certified 

1000 ppm standard solution. 

 

Mn: Burner height: 7.0 mm; wave length: 279.5 nm; Burner angle: 0 degree; Slit width: 0.2 nm; Fuel 

gas flow rate: 2.0 L/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.3 ppm, 0.4 ppm standard solutions prepared from 

certified 1000 ppm standard solution. 

 

Zn: Burner height: 7.0 mm; Wave length: 213.9 nm; Burner angle: 0 degree; Slit width: 0.7 nm; Fuel 

gas flow rate: 2.0 L/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.8 ppm standard solutions prepared from 

certified 1000 ppm standard solution. 

 

Cr: Burner height: 7 mm; Wave length: 766.5 nm; Burner angle: 0 degree; Slit width: 0.5 nm; Fuel 

gas flow rate: 2.0 L/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.8 ppm standard solutions prepared from 

certified 1000 ppm standard solution. Moreover, same volume of 0.1 to 0.2% cesium chloride is 

added to the standard and unknown sample to prevent the ionization of potassium. 

 

Cu: Burner height: 7 mm; Wave length: 766.5 nm; Burner angle: 0 degree; Slit width: 0.5 nm; Fuel 

gas flow rate: 2.0 l/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.8 ppm standard solutions prepared from 

certified 1000 ppm standard solution. Moreover, same volume of 0.1 to 0.2% cesium chloride is 

added to the standard and unknown sample to prevent the ionization of potassium. 

 

Cd: Burner height: 7 mm; Wave length: 766.5 nm; Burner angle: 0 degree; Slit width: 0.5 nm; Fuel 

gas flow rate: 2.0 l/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.8 ppm standard solutions prepared from 

certified 1000 ppm standard solution. Moreover, same volume of 0.1 to 0.2% cesium chloride is 

added to the standard and unknown sample to prevent the ionization of potassium. 

 

K: Burner height: 7.0 mm; Wave length: 766.5 nm; Burner angle: 0 degree; Slit width: 0.7 nm; Fuel 

gas flow rate: 2.0 L/min; Lighting mode: NON-BGC; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.8 ppm standard solutions prepared from 

certified 1000 ppm standard solution. Moreover, same volume of 0.1 to 0.2% cesium chloride is 

added to the standard and unknown sample to prevent the ionization of potassium. 

 

Na: Burner height: 7.0 mm; wave length: 589.0 nm; Burner angle: 0 degree; Slit width: 0.2 nm; Fuel 

gas flow rate: 1.8 L/min; lighting mode: NON-BGC; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.3 ppm, 0.4 ppm standard solutions prepared from 

certified 1000 ppm standard solution. 

 

Ca: Burner height: 17 mm; Wave length: 422.7 nm; Burner angle: 0 degree; Slit width: 0.7 nm; Fuel 

gas flow rate: 2.0 L/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 
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curve is made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.6 ppm standard solutions prepared from certified 

1000 ppm standard solution. However, it is ionized and 0.1 to 0.2% potassium chloride is added to the 

standard and unknown sample with same extent. 

 

Mg: Burner height: 7 mm; Wave length: 285.2 nm; Burner angle: 0 degree; Slit width: 0.7 nm; Fuel 

gas flow rate: 1.8 L/min; Lighting mode: BGC-D2; Flame type: air-C2H2. A five point’s calibration 

curve is also made with 0, 0.1 ppm, 0.2 ppm, 0.4 ppm, 0.8 ppm standard solutions prepared from 

certified 1000 ppm standard solution. 

 

2.2.6. Determination of nitrogen      

Nitrogen was determined by the micro-Kjedahl method as described in Pearson (1976). The 1 g of the 

ground samples was weighed into the 500 ml Kjedahl digestion flask (Barloworld UK, model Fk 

500/3l). The 1 g of catalyst mixture (20 g potassium sulphate, 1 g copper sulphate and 0.1 g selenium 

powder) was weighed and added into the flask, and 15 ml of conc. H2SO4 was also added. Heating 

was carried out cautiously on a digestion rack in a fume cupboard until a greenish clear solution 

appeared. The digest was allowed to clear for about 30 minute and allowed to cool. Ten (10) ml of 

distilled water was added to avoid caking. Then the digest was transferred with several washings into 

a 100 ml volumetric flask and made up to the mark with distilled water. A 10 ml aliquot was collected 

from the digest and placed in the flask. A 100 ml receiver flask containing 5 ml boric acid indicator 

solution was placed under the condenser of the distillation apparatus so that the tip was 2 cm inside 

the indicator. Ten (10) ml of 40 % NaOH solution was added to the digested sample through a funnel 

stop cork. The distillation commenced by closing the system jet arm of the distillation apparatus. The 

distillate was collected in the receiver flask (35 ml). Titration was carried out with 0.01M standard 

HCl to first pink colour. Triplicate digestion of each sample was carried out together with blank digest 

without the sample. 

 

% Nitrogen wt. of sample =  
Titration vol.  × 0.014 × 𝑀 × 100 × 50

10
 (1) 

 

where M = molarity of std. HCl  

 

2.2.7 Determination of phosphorus       

Phosphorus (P) was determined by the Vanodo-molybdate spectrophotometric method using 

Shimadzu UV-Visible Spectrophotometer UV1800, Japan. About 3.0 to 3.2 g of samples to the 

nearest 0.001 g were weighed into vijcor crucible. A 0.5 g zinc oxide was added and the mixture was 

heated slowly on hot plate until the sample thickens, then the heating was slowly increased until the 

mass is completely charred. The crucibles were placed in muffle furnace at 550-600 °C and held for 2 

hours before it was removed and cooled to room temperature. The 5 ml each of distilled water and 

hydrochloric acid were added to the ash and the crucibles were covered with watch glasses and heated 

to gentle boiling for 5 minute and the solution were filtered into 100 ml volumetric flasks. The inside 

of the watch glass and the sides of the crucibles were washed with 5 ml of hot distilled water using 

wash bottle with fine jet. The crucibles and the filter papers were washed with four additional 5 ml 

portions of hot distilled water and the solution was cooled to room temperature and neutralize to a 

faint turbidity by drop-wise addition of 50 % potassium hydroxide solution. A 0.5N hydrochloric acid 

was added drop-wise until the zinc oxide precipitate is dissolved. Then 2 additional drops was added 

and diluted to volume with distilled water and thoroughly mixed. About 10 ml of the solution was 

pipette into clean dry 50 ml volumetric flask and 8.0 ml of hydrazine sulphate solution and 2.0 ml of 

sodium molybdate solution were added. The flask was stopper and inverted 2 to 3 times, thereafter the 

stopper was loosen and heat for 10-15 minute in a vigorous boiling water bath. The bath was removed 

and cools to 25±5 °C in water bath and the volume was diluted with distilled water and thoroughly 

mixed. The solution was transferred to clean, dry cuvette and the transmittance was measured at 650 

ml with the instrument adjusted to read 100 % transmittance for a cuvette containing water. Reagent 

blanks were prepared using the procedure described with no samples. The phosphorus content of the 

samples and blanks were read from the transmittance graph. 

 

Phosphorus =
10(𝐴 − 𝐵)

𝑊𝑣
 (2) 
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where: 

A = phosphorus content of the sample aliquot   

B = phosphorus content of the blank aliquot   

W = weight of sample  

V = volume of aliquot 

 

2.2.8. Determination of pH           

The term pH is used to measure the amount of hydrogen ion concentration (H
+
) of a solution. It is, 

therefore, described as a measure of the acidity or alkalinity of the solution. The pH meter (Jenway 

pH meter, model 3510 USA) was standardized with pH 4, 7 and 10 buffer solutions. It was then 

washed with distilled water, wiped and immersed in the samples (soil and fecal) and retained for a 

short while until the readings stabilized. The readings were then recorded from the display. The 

readings were taken in triplicates. 

 

2.2.9. Determination of organic matter     

Organic matter levels in the sieved soil and fecal samples were estimated indirectly from organic 

carbon (C) using the Walkley and Black procedure (Walkley and Black, 1934). Exactly 1 g of the 

finely ground samples were weighed separately into 500 ml conical flasks. A 10 ml of 1M potassium 

dichromate was poured inside the flasks and the mixture was swirled. Then 20 ml of conc. H2SO4 was 

added and the flasks were swirled again for 1 minute in a fume cupboard. The mixture were allowed 

to cool for 30 minutes after which 200 ml of distilled water, 1 g NaF and 1 ml of diphenylamine 

indicator were added. The mixtures were swirled and titrated with ferrous ammonium sulphate. The 

blanks were also treated in the same way. Triplicate digestion of each sample was carried out together 

with blank digest without the sample. 

 

% Carbon =
(𝐵 − 𝑇) × 𝑀 × 1.33 × 0.003 × 100

𝑔
 (3) 

 

where: 

B = Titration volume (Blank)  

T = Titration volume (Sample)  

M = Molarity of Fe solution  

Organic matter = Organic carbon x 1.724  

 

2.2.10. Quality assurance 

The concentration of potentially toxic element in dried fecal sludge is summarized in Table 1. The 

result indicate that the six (6) potentially toxic element tested in this study were present in the fecal 

sludge. The concentrations of PTE in the dried fecal matter were Zn (12.41±0.30 mg/kg), Cd 

(0.07±0.00 mg/kg), Cr (4.47±0.34 mg/kg), Cu (2.12±0.03 mg/kg), Mn (8.13±0.03 mg/kg) and Pb 

(0.01±0.00 mg/kg). The concentration of Zn in the dried fecal sample was Zn is 12.41±0.30 mg/kg, 

which is well below the accepted limits of 500 and 1200 mg/kg (Zn) set by China (GB 4284-1984 and 

Triplicate digestion of each sample was carried out and blanks were prepared from only reagents 

without sample to check for background contamination by the reagents. Appropriate quality assurance 

procedures and precautions were taken to ensure the reliability of the results in all fecal sludge, soil 

and plant sample test. Samples were carefully handled to avoid cross-contamination. All Glass wares 

used were soaked into 3 M HNO3 overnight and washed with deionized water to reduce the chances 

of interferences, and reagents used were of analytical grades. Distilled and deionized water were used 

throughout the study. 

 

The comparison and interpretation of the results of analyzed fecal sludge, soils and food crops is 

based on the control values, permissible limits established by Codex Alimentarius Commission 

(WHO/FAO), National standards of different countries and related studies.  

 

3.0. Results and Discussion 

 

3.1. Potentially toxic element in dried fecal sludge   
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GB 4284-2018), respectively, 2500-4000 mg/kg (Zn) by the European Union (Directive 86/278/EEC) 

and 800 mg/kg (Zn) in Sweden (Chen et al., 2003) (Table 2). The concentration of Zn (12.41±0.30 

mg/kg) from fecal sludge dumpsite at Ubakala, Nigeria is higher than 0.058 to 0.094 mg/kg in fecal 

sludge at Accra region of Ghana (Ahmed et al., 2019). The concentration of Cd in the dried fecal 

sample was 0.07±0.00 mg/kg, which is well below the accepted limits of 5 mg/kg and 3 mg/kg set by 

China (GB 4284-1984 and GB 4284-2018), respectively, 20-40 mg/kg (Cd) by the European Union 

(Directive 86/278/EEC) and 2 mg/kg (Cd) in Sweden (Chen et al., 2003) (Table 2). The concentration 

of Cd (0.07±0.00 mg/kg) in fecal sludge dumpsite at Ubakala, Nigeria is well below 0.90 to 112.03 

mg/kg in sludge from municipal and industrial wastewater treatment plants in China (Wang and 

Mulligan, 2005), 0.8 to 7.3 mg/kg in dried sewage sludge in Greece (Spanos et al., 2016), 1.17±0.19 

to 1.71±0.29 µg/g in sludge from wastewater treatment plants of Sparta and Kavala, Greece 

(Angelidis and Aloupi, 1999). 

 

Table 1: Heavy metal concentration in dried fecal matter 
Potentially toxic element  Concentration 

pH 8.90±3.10 

Organic matter (OM)  7.41±2.01 % 

N  0.06±0.02 

P  0.02±0.00 mg/kg 

K  0.47±0.01 cmol/kg 

Ca  0.03±0.00 cmol/kg 

Mg  0.05±0.00 cmol/kg 

Na  0.78±0.01 cmol/kg 

Cd  0.07±0.00 mg/kg 

Zn  12.41±0.30 mg/kg 

Cr  4.47±0.34 mg/kg 

Cu  2.12±0.03 mg/kg 

Mn  8.13±0.03 mg/kg 

Pb  0.01±0.00 mg/kg 

Values are mean ± standard deviation of 3 replicates 
 

The concentration of Cu in the dried fecal sample was Cu is 2.12±0.03 mg/kg, which is well below 

the accepted limits of 500 mg/kg (Cu) in China (GB 4284-2018), 1000-1750 mg/kg (Cu) by the 

European Union (Directive 86/278/EEC) and 600 mg/kg in Sweden (Chen et al., 2003) (Table 2). The 

concentration of Cu (2.12±0.03 mg/kg) in fecal sludge dumpsite at Ubakala, Nigeria is well below 

120.31 to 2051.26 mg/kg (Wang and Mulligan, 2005), 51.0 to 198 mg/kg (Spanos et al., 2016), 

78.7±6.5 to 141.7±6.6 µg/g (Angelidis and Aloupi, 1999) but higher than 0.018 to 0.030 mg/kg 

(Ahmed et al., 2019). 

 

The concentration of Mn in the dried fecal sludge was 8.13±0.03 mg/kg, which is below 122.2±82.0 

to 251.0±115.6 mg/kg in pilot-scale sludge drying reed beds (Stefanakis and Tsihrintzis, 2012). The 

level of Mn in the fecal sludge suggests that its application in soil will enhance Mn in soil and 

subsequent assimilation in plants. The concentration of Cr in the dried fecal sample was 4.47±0.34 

mg/kg which is wellbelow the permitted limits of 600 mg/kg (GB 4284-1984) and 500 mg/kg (GB 

4284-2018) (Cr) established by China and 100 mg/kg (Cr) in Sweden (Chen et al., 2003) (Table 2). 

 

Table 2: Limit values for heavy-metal concentrations in sludge for use in agriculture (mg/kg of dry 

matter) 
Standard by country pH Cd Cu Pb Cr Zn Mn 

GB 4284-1984 (China) pH＜6.5 5 250 300 600 500 NA 

 pH≥6.5 20 500 1000 1000 1000 NA 

 Grade A 3 500 300 500 1200 NA 

GB 4284-2018 (China) Grade B 15 1500 1000 1000 3000 NA 

40 CFR Part 503 (US)  85 4300 840 NA 7500 NA 

Directive 86/278/EEC (EU 1986)  20-40 1000-1750 750-1200 NA 2500-4000 NA 

(Sweden) (Chen et al., 2003)  2 600 100 100 800 NA 

AbfKlaeV (Germany)  10 800 900 900 2500 NA 

EU 3rd Draft (2000)   10 1000 750 1000 2500 NA 

Greek Legislation 80568/4225/91 (1991)    20-40 1000-1750 750-1200 *510 2500-4000 NA 

NA = Not available, *Cr (total) = (Cr (III) + Cr (VI)], - not specified 
 

The concentration of Cr (4.47±0.34 mg/kg) in samples of fecal sludge dumpsite in Ubakala, Nigeria is 

higher than 0.00 to <0.01 mg/kg in Accra region of Ghana (Ahmed et al., 2019). 
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The concentration of Pb in the dried fecal sludge was 0.01±0.00 mg/kg, which is well below the 

permitted limits of 300 mg/kg (Pb) set by China (GB 4384-2018), 750-1200 mg/kg (Pb) by the 

European Union (Directive 86/278/EEC) and 100 mg/kg (Pb) in Sweden (Chen et al., 2003). The 

concentration of Pb (0.01±0.00 mg/kg) in samples of fecal sludge dumpsite in Ubakala, Nigeria is 

higher than 0.002 to 0.010 mg/kg (Ahmed et al., 2019). The concentrations of PTE in the dried fecal 

matter were below the permissible limits established by European Union, China and Sweden. The low 

concentration of PTEs in fecal sludge at Ubakala, Nigeria may be attributed to inadequate 

manufacturing of agricultural input (e.g. inorganic fertilizer, pesticides among others) for crop 

production in Nigeria unlike the developed countries. Thus, reducing the level of soil contamination 

by PTEs and uptake by food crops consumed by the people. Thus, the fecal sludge could be harnessed 

by farmers as organic material to boost crop yield. Consequently, there is need for periodic 

monitoring of PTE in soil to ascertain their (PTE) status in line with permitted limits set by countries 

in Europe, China, USA as well as International and National Organizations. Generally, the order of 

abundance of the potentially toxic element in the dried fecal matter from the fecal sludge dumpsite at 

Ubakala, Nigeria is: Zn>Mn>Cr>Cu>Cd>Pb. 

 

3.2. Chemical properties in soil   

The values of some selected chemical properties such as pH, organic matter and electric conductivity 

in soil at the fecal sludge dumpsite in Ubakala, Nigeria is presented in Table 3. The results indicate 

that the highest and lowest values of soil pH, electric conductivity and organic matter were observed 

at the fecal sludge dumpsite and control site, respectively. The high pH values in soil from the fecal 

sludge dumpsite may be attributed to the buffering effect of fecal matter as well as soil organic matter 

against pH change, in addition to release of high basic cations during decomposition of organic 

material. High basic cations are released during organic matter decomposition and this increases soil 

pH (Oyedele et al., 2008; Awotoye et al., 2011; Ogbonna et al., 2018b). The pH of soils from the 

fecal sludge dumpsite increased from 4.80±0.10 to 6.60±0.03 which is higher than 4.80±0.10 recorded 

in soils from the control site. Thus, the soils from the fecal sludge dumpsite were less acidic unlike the 

soils from the control site. Soil pH is influenced by the use of chemicals such as fertilizers, sludge and 

liquid manures, and pesticides (Smith and Doran, 1996). Olness and Archer (2005) observed an 

increase in soil pH from 4.9 to 6.3 following the application of animal waste compost. The lower 

acidic nature of soils from the fecal sludge dumpsite can be attributed to the organic nature of the 

fecal sludge. Study in the composition of feces reported that majority (84%) of the solid matter in 

feces is organic in nature (Lopez Zavala, 2002). The low acidic nature of soils at the fecal sludge 

dumpsite will facilitate the decomposition of fecal sludge by soil microorganisms’ vis-à-vis the 

release of macronutrients and potentially toxic element in the fecal sludge dumpsite. In contrast, the 

strong acidic nature of soils at the control site might have hindered the effectiveness of 

microorganisms to decomposing organic materials since pH influence the inactivation of pathogen in 

fecal sludge (Appiah-Effah et al., 2014). 

 

Table 3: Some chemical properties in soil 
Distance (m) pH Organic Matter (%) EC (μScm-1) 

1 6.60a ± 0.03 24.11a ± 0.01 33.27a ± 0.83 

5 5.75b ± 0.05 13.95b ± 0.05 20.03b ± 1.05 

15 5.12c ± 0.10 7.75c ± 1.49 15.93c ± 1.17 

30 4.80d ± 0.10 2.22d ± 0.02 9.79d ± 0.58 

Control 4.80d ± 0.10 2.14d ± 0.03 8.40d ± 1.11 

Values are mean ± standard deviation of 3 replicates 
abc Means in a column with different superscripts are significantly different (P<0.05) 

 

The highest level of organic matter in this study was observed to apex within 1 m (24.11±0.01) 

followed by its (organic matter) values at the distance of 5 m (13.95±0.05), 15 m (7.75±1.49) and 30 

m  (2.22±0.02) while the control site (2.14±0.03) had the lowest level of organic matter. The level of 

organic matter in soil indicates that the values of organic matter in soil samples were decreasing with 

increasing distance from the fecal sludge dumpsite. The magnitude of decline in organic matter 

content with distance in this study varied amongst sampling distance but the rate of decline were 

higher at 30 m, followed by 15 m and lastly 5 m. The high value of organic matter at 1 m may be 
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linked with its proximity to the fecal sludge dumpsite while the low organic matter content in soil at 

the control site may be attributed to low quantity of organic materials unlike the fecal sludge dumpsite 

area that provided sustained supply of organic matter to the soils at various distance. The level of 

organic matter at 1 m (24.11±0.01) was 1.73, 3.11, 10.86 and 11.27 folds higher than its value at 5 m, 

15 m, 30 m and control, respectively. The organic matter content in soil from the fecal sludge 

dumpsite at Ubakala, Nigeria increased from 2.22±0.02 to 24.11±0.01, which is lower than 

62.49±1.63 to 70.36±0.88 % in sewage sludge in Greece (Angelidis and Aloupi, 1999) but higher than 

1.5 to 1.9 (Bozym, 2019) (Table 4), 5.12±0.02 to 6.59±0.07 % in waste dump soil (Obasi et al., 2013), 

3.81 to 7.94 % in municipal landfilled soil (Fonge et al., 2017) and 1.74±0.04 to 3.88±0.08 % in soil 

amended with sewage sludge (Elloumi et al., 2016). Soil organic matter content is an important soil 

quality indicator (Larson and Pierce, 1991) since it influences soil biological, physical and chemical 

characteristics. It (soil organic matter) is a sink and source for plant nutrients and very crucial in 

sustaining soil fertility, reducing erosion, influencing aggregation, and improving water infiltration 

and retention (Sikora and Stott, 1996; Doran et al., 1996), buffering capacity and microbial 

activity/diversity (Arshad and Coen, 1992). 

 

Table 4: Comparison of concentration of some chemical properties and PTE in soils with related 

studies and EU standard 
Parameters  This study  Related studies EU 

Standards 

pH  4.80-6.60  7.09-7.60 Amos-Tautua et al. (2014), 8.0-8.3 Bozym (2019),  

7.56-8.65 Anhwange and Kaana (2013)  

NA 

Organic matter  2.22-24.11  1.03-4.71 Amos-Tautua et al. (2014), 1.5-1.9 Bozym (2019.  NA 

Electrical conductivity  9.79-33.27   NA 

Cr  2.40-21.03  11.40-18.34 Ajah et al. (2015), 12.0-355 Spanos et al. (2016), 39.67-

48.08 Vongdala et al. (2019), 53.5-134.5 Shamuyarira & Gumbo 

(2014), 0.10-536.5 Esakku et al. (2005), 29.21-32.41 Ayari et al. 

(2010) 

150 

Cu  6.27-31.39  51.0-198.0, Spanos et al. (2016), 54.06-66.82 Vongdala et al. (2019), 

25.17-87.77 Ajahet al. (2015), 263.7-626 Shamuyarira (2013), Ideriah 

et al. (2010), 2.18-1005 Esakkuet al. (2005), 45.0-48.23 Ayari et al. 

(2010)  

140 

Pb  0.09-0.35  35.6-172.9 Shamuyarira (2013), 9.10-271.9 Esakku et al. (2005), 

52.45-56.12 Ayari et al. (2010), 125.72-138.48 Ajah et al. (2015), 

67.99-80.17 Vongdala et al. (2019), 12.0-102 Spanos et al. (2016)  

300 

Zn  13.40-

100.80  

52.48-77.46 Vongdala et al. (2019), 86.95-98.25 Ayari et al. (2010), 

856.0-1880 Spanos et al. (2016), 43.37-76.37 Ajah et al. (2015), 5.52-

777.9 Esakku et al. (2005), 951.0-1732 Shamuyarira (2013)   

 

Mn  36-188.57  263-1348 Shamuyarira (2013), 6.44-12.28 Ajah et al. (2015), 8.36-

383.1 Esakku et al. (2005)  

 

Cd   0.07-0.92  0.8-7.3 Spanos et al. (2016), 0.82-3.11 Shamuyarira (2013), 3.73-3.76 

Vongdala et al. (2019), BDL-3.80 Esakku et al. (2005), 0.88-1.10 

Ayari et al. (2010)  

3 

NA = Not available 
 

The highest value of electrical conductivity was obtained at the distance of 1 m (33.27±0.83 mS/cm) 

and the value is significantly (P<0.05) higher than values observed at 5 m (20.03±1.05 mS/cm), 15 m 

(15.93±1.17 mS/cm), 30 m (9.79±0.58 mS/cm) and control (8.40±1.11 mS/cm). The values of 

electrical conductivity in soil were decreasing with increasing distance from the fecal sludge 

dumpsite. The high values of EC in soil at the fecal sludge dumpsite may be attributed to presence of 

soluble salt in the fecal sludge. For instance, winery sludge (Saviozziet al., 1994) and brewery sludge 

(Alayu and Leta, 2020) were found to increase soil salinity, which exerts severe stress on non-salt-

tolerant plants and inhibits the plant growth (Mtshaliet al. 2014). However, the value of soil salinity in 

this study was not at a level that could restrict plant growth rate and yield of crops because the EC 

value meets the tolerable salinity limit of most plants that ranges from 3 to 4 mS/cm (Abdullah et al. 

2016. The level of EC at 1 m (33.27±0.83 mS/cm) is 1.66, 2.09, 3.40 and 3.96 fold higher than its 

values at 5 m, 15 m, 30 m and control, respectively. The values of EC in soil from the fecal sludge 

(FS) dumpsite in Ubakala, Nigeria increased from 9.79±0.58 to 33.27±0.83 mS/cm, which is higher 

than 1.53±0.01 to 2.46±0.02 mS/cm in waste dump soil (Obasi et al., 2013), 0.03 to 0.04 mS/cm in 

municipal landfilled soil (Fonge et al., 2017) and 0.58±0.07 to 0.80±0.08 dS/m in soil amended with 

sewage sludge (Elloumi et al., 2016) (Table 4). Electrical conductivity (EC) is a measure of soil 
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salinity (Rhoades, 1996) and it significantly impacts microbial respiration, decomposition and other 

processes involved in nitrogen cycling (Smith and Doran, 1996). 

 

3.3. Horizontal distribution of potentially toxic element in soil 

The distribution of potentially toxic element in soil samples collected at various distance from the 

fecal sludge dumpsite and control site is summarized in Table 5. The results show that significant 

differences exist among the PTE at the various distance from the fecal sludge dumpsite. The results 

also indicate that highest and lowest concentrations of the PTE were observed at the fecal sludge 

dumpsite and control area, respectively. The high PTE in soils from the study site may be attributed to 

the fecal sludge dumpsite since the PTE were present in the samples of dried fecal matter analyzed in 

this study (Table 1) as well as the high content of organic matter in soil (Table 3). Organic matter in 

soils immobilizes heavy metals at strongly acidic conditions and mobilizes metals at weakly acidic to 

alkaline reactions by forming insoluble or soluble organic metal complexes, respectively (Brümmer 

and Herms, 1982). More so, the pH values in soils (4.80±0.10 to 6.60±0.03) of the fecal sludge 

dumpsite is also implicated for the high PTE values. At low pH some metallic elements are overly 

abundant and highly mobile (Brady and Weil, 2000). Notwithstanding this, studies have shown that 

sites adjoined to source of pollution are subjected to high concentration of PTE such as heavy metals 

unlike the control site (Ogbonna et al., 2013, 2018c, 2020b) The concentration of six (6) PTE tested in 

the soil was observed to climax within 1 m followed by their (PTE) values at the distance of 5 m, 15 

m, 30 m while the control site had the lowest concentration of the PTE. The pattern of migration of 

the PTE in soil suggests that the concentration of PTE in soil sample were decreasing with increasing 

distance from the fecal sludge dumpsite. Similar pattern in distribution of PTE (Pb, Cd, As, Ni, Fe and 

Zn) with highest concentration at 1 m and decreased with distance has been reported in a related study 

at Ngwogwo in Ebonyi State, Nigeria (Ogbonna et al., 2020b). 

 

The highest concentrations of Zn (100.80±1.40 mg/kg), Cd (0.92±0.02 mg/kg), Cu (31.39±1.04 

mg/kg), Mn (188.57±2.25 mg/kg), Cr (21.03±1.43 mg/kg) and Pb (0.35±0.03 mg/kg) were recorded 

in soil at a distance of 1 m from the fecal sludge dumpsite. The values of Zn, Cd, Cu, Mn, Cr and Pb 

at 1 m are significantly (P<0.05) higher than their values at 5 m (87.30±2.75, 0.62±0.02, 19.13±0.15, 

119.90±0.95, 10.07±1.10 and 0.28±0.01 mg/kg) and 15 m (37.33±0.99, 0.11±0.01, 13.63±0.47, 

94.07±1.01, 6.00±0.20 and 0.16±0.00 mg/kg). Similarly, the values of PTE at 1 m is significantly 

(P<0.05) higher than their values at 30 m (13.40±1.20, 0.07±0.01, 6.27±0.31, 36.00±1.56, 2.40±0.40 

and 0.09±0.02 mg/kg) as well as the control (2.10±0.02, 0.00±0.00, 0.45±0.03, 9.36±1.50, 0.01±0.00 

and 0.00±0.00 mg/kg) for Zn, Cd, Cu, Mn, Cr and Pb, respectively. The PTE in the large volume of 

fecal sludge dumpsite may have provided a source for continued leaching and migration via runoff 

and have culminated to various level of contamination of Zn, Cd, Cu, Mn, Cr and Pb at the various 

distance of 1, 5, 15 and 30 m. Potentially toxic element like heavy metals are part of the composition 

of fecal sludge (Hashem, 2000).   

 

Table 5: Heavy metal concentration in soils at various distances from fecal sludge dumpsite 
Distance (m) Zn Cd Cu Mn Cr Pb 

1 100.80a ± 1.40 0.92a ± 0.02 31.39a ± 1.04 188.57a ± 2.25 21.03a ± 1.43 0.35a ± 0.03 

5 87.30b ± 2.75 0.62b ± 0.02 19.13b ± 0.15 119.90b ± 0.95 10.07b ± 1.10 0.28b ± 0.01 

15 37.33c ± 0.99 0.11c ± 0.01 13.63c ± 0.47 94.07c ± 1.01 6.00c ± 0.20 0.16c ± 0.00 

30 13.40d ± 1.20 0.07d ± 0.01 6.27d ± 0.31 36.00d ± 1.56 2.40d ± 0.40 0.09d ± 0.02 

Control 2.10e ± 0.02 0.00e ± 0.00 0.45e ± 0.03 9.36e ± 1.50 0.01e ± 0.00 0.00e ± 0.00 

Values are mean ± standard deviation of 3 replicates 
abc Means in a column with different superscripts are significantly different (P<0.05) 

 

The concentration of Zn in soil at the fecal sludge dumpsite was 13.40±1.20 to 100.80±1.40 mg/kg, 

which is below the Environmental Quality Standard of 421 mg/kg (Zn) set by National Environmental 

Standards and Regulations Enforcement Agency, NESREA (NESREA, 2011) of Nigeria, the accepted 

limit (i.e. target value) of 140 mg/kg (Zn) as described by Dutch criteria for soil (Ogbonna et al., 

2020b) but higher than 60 mg/kg (Zn) established by Codex Alimentarius Commission (FAO/WHO, 

2001) (Table 6). The concentration of Zn (100.80±1.40 mg/kg) at 1 m is 1.15, 2.70, 7.52 and 48 times 

higher than its values at 5 m, 15 m, 30 m from the fecal sludge dumpsite and control, respectively. 

The concentration of Zn (13.40±1.20 to 100.80±1.40 mg/kg) in soils at the various distance from the 
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fecal sludge dumpsite is lower than 122.92±0.06 to 235.75±0.04 mg/kg in soil at waste dumpsite in 

Uyo, Akwa Ibom State, Nigeria (Nkop et al., 2016) but higher than 43.37 to 76.37 mg/kg in soil at 

MSW dumpsite in Enugu State, Nigeria (Ajah et al., 2015), 13.82 to 17.26 mg/kg in soil at MSW 

dumpsite in Benue State, Nigeria (Anhwange and Kaana, 2013). The differences in the concentrations 

of PTE in soil from the fecal sludge area and municipal solid waste dumpsites may be attributed to 

source of wastes, composition and length of time the wastes has lasted at the dumpsites. Zinc is an 

essential nutrient in soil for the growth and development of plants. 

 

The concentration of Cd in soil at the fecal sludge dumpsite was 0.07±0.01 to 0.92±0.02 mg/kg, 

which is higher than the maximum permitted level of 0.1 mg/kg (Cd) established by the Codex 

Alimentarius Commission (FAO/WHO, 2001), the accepted limit of 0.8 mg/kg (Cd) as described by 

Dutch criteria for soil (Ogbonna et al., 2020b) but lower than 50 mg/kg (Cd) set by National 

Environmental Standards and Regulations Enforcement Agency, NESREA (NESREA, 2011) of 

Nigeria. The concentration of Cd (0.92±0.02 mg/kg) at 1 m is 1.48, 8.36, 13.14 and 92 times higher 

than its values at 5 m, 15 m, 30 m from the fecal sludge dumpsite and control, respectively. The 

concentration of Cd (0.07±0.01 to 0.92±0.02 mg/kg) in soils at the various distances from the fecal 

sludge dumpsite is lower than 219 to 330 mg/kg in soil at waste dumpsite (Awokunmi et al., 2010). 

 

Table 6: Comparison of concentration of heavy metals in soils with international and national 

standards (*ECDGE, 2010); Ogbonna et al. (2020a) 
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Cr  2.40-21.03 100 NA 100 100 380 60 150 400 100 60 NA 

Cu  6.27-31.39 100 70-80 100 36 190 40 100 135 60-100 40 75 

Pb  0.09-0.35 164 1.6 50 85 530 40 100 300 100 70 15 

Zn  13.40-100.80 421 300-400 60 140 720 NA NA NA NA NA 140 

Mn  36-188.57 NA NA NA NA NA NA NA NA NA NA NA 

Cd  0.07-0.92 3 0.01 0.1 0.8 12 0.4 2 3 1-2 1 1.9 

NA = Not available 
 

The concentrations of Cu and Mn in soil at the fecal sludge dumpsite in Ubakala, Nigeria were 

6.27±0.31 to 31.39±1.04 and 36.00±1.56 to 188.57±2.25 mg/kg, respectively for Cu and Mn. The 

values of Cu in soil at the fecal sludge dumpsite at Ubakala, Nigeria was 6.27±0.31 to 31.39±1.04 

mg/kg, which is lower than the maximum permitted level of 100 mg/kg (Cu) established by Codex 

Alimentarius Commission (FAO/WHO, 2001), the accepted limit of 36 mg/kg (Cu) as described by 

Dutch criteria for soil (Ogbonna et al., 2018a), 100 mg/kg (Cu) set by National Environmental 

Standards and Regulations Enforcement Agency, NESREA (NESREA, 2011) and 70-80 mg/kg (Cu) 

set by Federal Ministry of Environment (FMEnv, 2002) of Nigeria. The concentration of Cu 

(31.39±1.04 mg/kg) at 1 m is 1.64, 2.30, 5.01 and 69.76 times higher than its values at 5 m, 15 m, 30 

m from the fecal sludge dumpsite and control, respectively. The concentration of Cu (6.27±0.31 to 

31.39±1.04 mg/kg) in soils at the various distance from the fecal sludge dumpsite is lower than 

2.18±0.1 to 1005.2±6.0 mg/kg in soil (Esakku et al., 2005) but higher than 6.68 to 11.4 mg/kg in soil 

(Anhwange and Kaana, 2013). 

 

The concentration of Mn (188.57±2.25 mg/kg) at 1 m is 1.57, 2.00, 5.24 and 20.15 times higher than 

its values at 5 m, 15 m, 30 m from the fecal sludge dumpsite and control, respectively. The 

concentration of Mn (36.00±1.56 to 188.57±2.25 mg/kg) in soils at the various distance from the fecal 

sludge dumpsite is lower than 2000 mg/kg (Mn) in soil (FAO/WHO, 1984) but higher than 6.44 to 

12.28 mg/kg in soil at MSW dumpsite in Enugu State, Nigeria (Ajah et al., 2015). 

 

The concentrations of Cr and Pb in soil at the fecal sludge dumpsite were 2.40±0.40 to 21.03±1.43 

and 0.09±0.02 to 0.35±0.03 mg/kg, respectively. The values of Cr (2.40±0.40 to 21.03±1.43 mg/kg) is 

well below the accepted limit of 100 mg/kg (Cr) as described by Dutch criteria for soil (Ogbonna et 

al., 2020a), the 100 mg/kg (Cr) established by Codex Alimentarius Commission (FAO/WHO, 2001), 
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the 100 mg/kg (Cr) set by National Environmental Standards and Regulations Enforcement Agency, 

NESREA of Nigeria (NESREA, 2011), 50 mg/kg (Cr) set by Ministry of Agriculture, Fisheries and 

Food, MAFF (MAFF, 1992) and 50 mg/kg (Cr) set by the European Commission, EC (EC, 1986). 

The concentration of Cr (21.03±1.43 mg/kg) at 1 m is 2.09, 3.51, 8.76 and 2,103 times higher than its 

values at 5 m, 15 m, 30 m from the fecal sludge dumpsite and control, respectively. The concentration 

of Cr (2.40±0.40 to 21.03±1.43 mg/kg) in soils at the various distances from the fecal sludge dumpsite 

is lower than 239.00±120 to 677.00±232 mg/kg in soil of landfilled foundry site in Poland (Bozym, 

2019). 

 

The concentration of Pb  in soil at the fecal sludge dumpsite was 0.09±0.02 to 0.35±0.03 mg/kg, 

which is well below 164 mg/kg (Pb) set by National Environmental Standards and Regulations 

Enforcement Agency, NESREA (NESREA, 2011) of Nigeria, the accepted limit of 85 mg/kg (Pb) 

described by Dutch criteria for soil (Ogbonna et al., 2020a) and the maximum permitted level of 50 

mg/kg (Pb) established by Codex Alimentarius Commission (FAO/WHO, 2001) (Table 6). The 

concentration of Pb (0.35±0.03 mg/kg) at 1 m is 1.25, 2.19, 3.89 and 35 times higher than its values at 

5 m, 15 m, 30 m from the fecal sludge dumpsite and control, respectively. The concentration of Pb 

(0.09±0.02 to 0.35±0.03 mg/kg) in soils at the various distances from the fecal sludge dumpsite is 

lower than 9.10±0.1 to 271.9±22 mg/kg in soil (Esakku et al., 2005) and 125.72 to 138.48 mg/kg in 

soil (Ajah et al., 2015). Generally, the concentration of the potentially toxic element in soil followed a 

decreasing order: Mn>Zn>Cu>Cr>Cd>Pb. The purpose of ranking the PTEs is to show their level of 

distribution in soil in order of concentrations. 

 

3.4. Potentially toxic element in food crops       

Table 7 shows the concentrations of Cd, Cu, Pb, Mn, Cr and Zn in leaves of Carica papaya L, 

Telfairia occidentalis Hook f. and Manihot esculenta Crantz sampled at the fecal sludge dumpsite 

area and  control site of Ubakala, Nigeria. The results showed that the leaf concentrations of 

potentially toxic element in the contaminated site were significantly higher than that of the control site 

in all plant species. The result also indicates significant differences among the plant species sampled 

from the study site (i.e. fecal sludge dumpsite area). The disparity in concentrations of potentially 

toxic element in plant species tested in this study may be attributed to their dissimilarity in inherent 

ability to uptake potentially toxic element from soil (Ogbonna et al., 2018a). From the results, the 

highest concentrations of Zn (56.02±5.02 mg/kg), Cd (0.085±0.01 mg/kg), Cr (9.60±1.13 mg/kg) and 

Pb (0.008±0.00 mg/kg) were assimilated in the Carica papaya leaves and the values are significantly 

(P<0.05) different from their (Zn, Cd, Cr and Pb) values in Telfairia occidentalis and Manihot 

esculenta as well as some values of Carica papaya at various distance from the fecal sludge dumpsite 

(Table 7). The high concentrations of Zn, Cd, Cr and Pb in Carica papaya leaves may be attributed to 

its network of fibrous root that offered large surface area at the surface soil (0-15 cm) and beyond the 

surface soil (16-50 cm) as well as horizontal spread of its roots in soil. The papaya root is 

predominately a non-axial, fibrous system, composed of one or two 0.5–1.0 m long tap roots, and 

secondary roots that branch profusely (Marler and Discekici, 1997; Carneiro and Cruz, 2009). 

 

The concentration of Zn increased from 1.24±0.06 to 56.02±5.02 mg/kg, which is higher than 22.09 to 

45.71 mg/kg in tomato growing on soil amended with applied sewage sludge (Elloumi et al., 2016), 

5.96±0.02 to 28.85±0.04 mg/kg in Amaranthus hibridus, Talinum triangulare, Carica papaya, 

Ipomea batatas and Luffa aegyptiaca at waste dump site (Obasi et al., 2013), 0.02 to 0.40 mg/kg in 

Zea mays, Hibiscus sabdarifa, Abelmuschus esculentus, Amaranthus dubius and Arachis hypogea at 

municipal waste dumpsite in Nasarawa State, Nigeria (Opaluwa et al., 2012). The concentration of Zn 

(1.24±0.06 to 56.02±5.02 mg/kg) in this study is relatively higher than the permissible limit of 50 

mg/kg (Zn) established by the Codex Alimentarius Commission (FAO/WHO, 2006) (Table 8). Zinc is 

an essential element for healthy growth and development of plants, animal and man but will be 

harmful to flora and fauna when thethreshold limit is exceeded. High level of Zn is known to inhibit 

copper absorption, resulting to Cu deficiency symptoms (Tothert et al., 2016). Its (Zn) deficiency in 

flora and fauna may result to stunted growth and impair cell division. 
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Table 7: Heavy metal concentration in plants at various distances from the fecal waste dumpsite 
Distance  

(m)  

 Plant species Zn Cd Cu Cr Pb Mn 

1  Telfairia 

occidentalis 

26.14c±2.10 0.007c±0.00 10.80a±2.01 4.01b±0.02 0.001b±0.00 17.21a±2.01 

 Carica 

papaya 

56.02a±5.02 0.085a±0.01 5.10b±0.03 9.60a±1.13 0.008a±0.00 8.60b±1.03 

 Manihot 

esculenta  

37.60b±3.28 0.011c±0.01 2.94c±0.06 2.06b±0.04 0.001b±0.00 4.91c±0.10 

        

5  Telfairia 

occidentalis 

14.20d±1.20 0.005d±0.00 1.84cd±0.01 0.60c±0.01 0.0001c±0.00 3.20c±0.13 

 Carica 

papaya 

24.11c±2.82 0.010c±0.01 1.04d±0.02 0.82c±0.02 0.0003c±0.01 1.60d±0.01 

 Manihot 

esculenta  

16.23d±2.04 0.009c±0.02 0.88d±0.04 0.63c±0.01 0.0002c±0.00 1.00d±0.03 

        

15  Telfairia 

occidentalis 

5.12e±0.12 0.001d±0.00 0.28e±0.01 0.04d±0.00 0.00001d±0.00 0.72e±0.01 

 Carica 

papaya 

7.00e±0.14 0.008c±0.00 0.64de±0.02 0.07d±0.00 0.00002d±0.01 0.31e±0.02 

 Manihot 

esculenta  

6.01e±0.04 0.003d±0.001 1.03d±0.03 0.02d±0.00 0.00001d±0.01 0.28e±0.00 

        

30  Telfairia 

occidentalis 

1.24f±0.06 0.0000e±0.000 0.002f±0.001 0.000e±0.00 <0.00001e±0.00 0.20e±0.00 

 Carica 

papaya 

2.01f±0.00 0.0000e±0.000 0.008f±0.001 0.001e±0.00 <0.00001e±0.00 0.18e±0.01 

 Manihot 

esculenta  

1.68f±0.03 0.0000e±0.000 0.009f±0.002 0.000e±0.00 <0.00001e±0.00 0.11e±0.00 

        

Control  Telfairia 

occidentalis 

0.22g±0.00 BDL <0.0001g±0.00 BDL BDL 0.06f±0.00 

 Carica 

papaya 

0.70g±0.01 BDL <0.0001g±0.00 BDL BDL 0.04f±0.00 

 Manihot 

esculenta  

0.31g±0.00 BDL <0.0001g±0.00 BDL BDL 0.01f±0.00 

Values are mean ± standard deviation of 3 replicates 
abc Means in a column with different superscripts are significantly different (P<0.05) 

 

The concentration of Cd in the food crops increased from 0.0000±0.000 to 0.085±0.01 mg/kg, which 

is lower than 0.05 to 1.55 mg/kg in Xanthosomasagittifolium, Telfairia occidentalis and Amaranthus 

hybridus at municipal solid waste dumpsite in Awka, Nigeria (Nduka et al., 2008). The concentration 

of Cd (0.0000±0.000 to 0.085±0.01 mg/kg) in food crops is lower than the permissible limit of 0.2 

mg/kg (Cd) established by the Codex Alimentarius Commission (FAO/WHO, 2006) (Table 8). 

Cadmium is a non-essential element in plant metabolism and has no nutritional benefits in human 

body (Ogbonna et al., 2020b). It (Cd) can be toxic even at low concentrations (Jain et al., 2007; 

Ogbonna et al., 2020a) as it replaces Zn biochemically and cause kidney damage (Feng et al., 2011).  

The concentration of Pb in this study increased from <0.00001±0.00 to 0.008±0.00 mg/kg, which is 

lower than 1.95±0.04 to 16.75±0.04 mg/kg in A. hybridus, T. triangulare, C. papaya, I. batatas and L. 

aegyptiaca (Obasi et al., 2013) and 0.10 to 1.74 mg/kg in X. sagittifolium, T. occidentals and A. 

hybridus (Nduka et al., 2008). The concentration of Pb (<0.00001±0.00 to 0.008±0.00 mg/kg) in food 

crops is lower than the permissible limit of 0.30 mg/kg (Cd) established by the Codex Alimentarius 

Commission (FAO/WHO, 2007). Lead (Pb) is a non-essential element in plant metabolism and has no 

nutritional benefit in human body. Lead (Pb) exposure can impair brain and nervous system, cause 

chronic kidney disease even at relatively low blood Pb levels (ATSDR, 2007; IARC, 2006). 

 

The concentration of Cr in plant leaves increased from 0.000±0.00 to 9.60±1.13 mg/kg, which is 

lower than 0.12 to 25.0 mg/kg in tomato (Elloumi et al., 2016). The concentration of Cr (0.000±0.00 

to 9.60±1.13 mg/kg) in plant leaves is higher than the permissible limit of 2.30 mg/kg (Cr) established 

by Codex Alimentarius Commission (FAO/WHO, 2006). The fecal sludge with 4.47±0.34 mg/kg (Cr) 

and high concentration of Cr (21.03±1.43 mg/kg) in soil are implicated for the high values of Cr 

above the permissible limit of FAO/WHO in plant leaves. Chromium is essential for carbohydrate 

metabolism in animals (Tucker et al., 2005) but its (Cr) concentration in food crops tested in this 

study pose serious health risk to man and animals that depend on C. papaya leaves for food and 

https://www.sciencedirect.com/science/article/pii/S0160412015301203#bb0015
https://www.sciencedirect.com/science/article/pii/S0160412015301203#bb0130


Nigerian Journal of Environmental Sciences and Technology (NIJEST) Vol 5, No. 1 March 2021, pp 197 - 221 

212 Ogbonna et al., 2021 

 

medicine in South east Nigeria. For instance, the leaves of C. papaya are a viable forage for West 

African dwarf (WAD) goats while infusion of the leaves is used therapeutically for treatment of 

malaria, headache and wound-healing. Besides the effects on hepatic and renal toxicity, C. papaya 

displays anti-malaria actions (Bhat and Surolia, 2001; Udoh et al., 2005; Imaga and Adepoju, 2010; 

Aravind et al., 2013), antitumor, wound-healing and free radical scavenging activity (Basalingappa et 

al., 2018), antimicrobial (Olagunju et al., 2009) and immunomodulatory activity on peripheral human 

blood mononuclear cells (Otsuki et al., 2010). Exposure to Cr could lead to allergic dermatitis in 

human, bleeding of the gastrointestinal tract, cancer of the respiratory tract and ulcers of the skin 

(Bhagure and Mirgane, 2010; Al Hagibi et al., 2018). 

 

Table 8: Comparison of concentration of heavy metals in plants with international and national 

standards 
Heavy  

metals  

This study  Related studies  NESREA FAO/WHO 

2001, 2006, 

2007 

FEPA DPR 

Zn  1.24±0.06 to 

56.02±5.02  

0.30-212.7 Onyedikachi et al. (2018) 

 

NA 0.3 NA NA 

Cd  0.0000±0.000 to 

0.085±0.01  

55.4-136.7 Raimi et al. (2019)  

 

NA 1.63 NA NA 

Cu  0.002±0.001 to 

10.80±2.01  

40.4-720.6 Al-Farraj and Al-Wabel, 2007 

 

NA 50 NA NA 

Cr  0.000±0.00 to 

9.60±1.13  

49-7,521 González-Chávez et al. (2015) 

 

NA 0.2 NA NA 

Pb  <0.00001±0.00 

to 0.008±0.00  

54.1-134.3 Raimi et al. (2019)  

 

NA 0.2 NA NA 

Mn  0.11±0.00 to 

17.21±2.01  

205-9,432 Olufemi et al. (2014) 

196.5-2,925 Raimi et al. (2019)  

31.95-2,654.11 Onyedikachi et al. (2018)  

NA 425 NA NA 

 

The highest concentrations of Cu (10.80±2.01 mg/kg) and Mn (17.21±2.01 mg/kg) are recorded in 

Telfairia occidentalis leaves and the values are significantly (P<0.05) higher than their (Cu and Mn) 

highest values in C. papaya and M. esculenta leaves. The concentration of Cu increased from 

0.002±0.001 to 10.80±2.01 mg/kg, which is lower than 7.15 to 32.34 mg/kg in tomato (Elloumi et al., 

2016) and 1.37±0.01 to 28.90±0.01 mg/kg in A. hybridus, T. triangulare, C. papaya, I. batatas and L. 

aegyptiaca (Obasi et al., 2013). The concentration of Cu (0.002±0.001 to 10.80±2.01 mg/kg) is below 

the permissible limit of 73.0 mg/kg (Cu) set by Codex Alimentarius Commission (FAO/WHO, 2001). 

The Recommended Dietary Allowance (RDA) of Cu for proper growth and human health of an adult 

ranges from 1.5 to 3 mg/day (Samira and Tawner, 2013). Copper is one of the essential micronutrients 

in plant metabolism. It (Cu) is part of enzymes involved in specific metabolic processes (Tothert et 

al., 2016) but it could cause damage to immune system, reproductive ability, liver, neurological 

system and gastrointestinal tract (ATSDR, 2004). 

 

The concentration of Mn in plant leaves increased from 0.11±0.00 to 17.21±2.01 mg/kg, which is 

relatively lower than 0.10 to 20.57 mg/kg in X. sagittifolium, T. occidentals and A. hybridus (Nduka et 

al., 2008) but relatively higher than 1.95±0.02 to 15.36±0.02 mg/kg in A. hybridus, T. triangulare, C. 

papaya, I. batatas and L. aegyptiaca (Obasi et al., 2013). The concentration of Mn (0.11±0.00 to 

17.21±2.01 mg/kg) is well below the permissible limit of 500 mg/kg (Mn) set by Codex Alimentarius 

Commission (FAO/WHO, 2001) (Table 8). The Recommended Dietary Allowance (RDA) of Mn for 

proper growth and human health of an adult ranges from 2 to 5 mg/day (Samira and Tawner, 2013). 

Manganese is essential element in plant metabolism and has nutritional benefit in human body. For 

instance, Mn play key role in photosynthetic processes in plants (Lei et al., 2007). Exposure to high 

dose of Mn affects the respiratory tract and brain of human and the symptoms include hallucinations, 

forgetfulness and nerve damage (Prashanth et al., 2015). The sequence of potentially toxic element in 

plant leaves at the fecal sludge dumpsite area was found in the order of Pb<Cd<Cr<Cu<Mn<Zn. The 

purpose of ranking the PTEs is to show their level of accumulation in food crops in order of 

concentrations. 

 

3.5. Pearson correlation between PTE in soil and food crops       

The result of the Pearson correlation analysis of potentially toxic elements in soil and food crops is 

summarized in Table 9. The result show strong positive relationship between PTE in soil and food 
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crops; very strong positive relationship between PTE in soil. Emphatically, strong positive 

relationship exist between Zn in soil and food crops (r = 0.616, p<0.05) and Cu in soil and food crops 

(r = 0.544, p<0.05), which suggest that increase in Zn and Cu in soil culminated in their (Zn and Cu) 

increase in food crops. In addition, strong positive relationship exist between Zn in food crops and Pb 

in soil (r = 0.571, p<0.05). More so, strong relationship occur between Cu in food crops and Mn in 

soil (r = 0.6000, p<0.05) and Cu in food crops and Pb in soil (r = 0.560, p<0.05). Furthermore, very 

strong positive relationship occur between Zn and Cd in food crops (r = 0.601, p<0.01), Zn and Cu in 

food crops (r = 0.813, p<0.01), Zn and Mn in food crops (r = 0.770, p<0.01), Zn and Cr in food crops 

(r = 0.854, p<0.01), Zn and Pb in food crops (r = 0.661, p<0.01). In furtherance of this, very strong 

positive relationship exist between Cu and Mn in food crops (r = 0.959, p<0.01), Cu and Cr in food 

crops (r = 0.897, p<0.01), Cu and Pb in food crops (r = 0.890, p<0.01), Mn and Cr in food crops (r = 

0.961, p<0.01), Mn and Pb in food crops (r = 0.886, p<0.01) and Cr and Pb in food crops (r = 0.813, 

p<0.01). Similarly, very strong positive relationship occur between Zn and Cd in soil (r = 0.966, 

p<0.01), Zn and Cu in soil (r = 0.955, p<0.01), Zn and Mn in soil (r = 0.955, p<0.01), Zn and Cr in 

soil (r = 0.923, p<0.01). In addition to this, very strong positive relationship exist between Zn and Pb 

(r = 0.981, p<0.01), Cd and Cu in soil (r = 0.942, p<0.01), Cd and Mn in soil (r = 0.929, p<0.01), Cd 

and Cr in soil (r = 0.953, p<0.01), Cd and Pb in soil (r = 0.942, p<0.01). Lastly, very strong positive 

relationship occur between Cu and Mn in soil (r = 0.996, p<0.01), Cu and Cr in soil (r = 0.982, 

p<0.01), Cu and Pb in soil (r = 0.976, p<0.01), Mn and Cr in soil (r = 0.971, p<0.01), Mn and Pb in 

soil (r = 0.975, p<0.01) as well as Cr and Pb in soil (r = 0.942, p<0.01). 

 

Table 9: Correlation between heavy metals in soil and plants 

  

Zn 

(soil) 

Cd 

(soil) 

Cu 

(soil) 

Mn 

(soil) 

Cr 

(soil) 

Pb 

(soil) 

Zn 

(plant) 

Cd 

(plant) 

Cu 

(plant) 

Mn 

(plant) 

Cr 

(plant) 

Pb 

(plant) 

Zn 

(soil) 

1            

Cd 

(soil) 

0.966** 1           

Cu 

(soil) 

0.955** 0.942** 1          

Mn 

(soil) 

0.955** 0.929** 0.996** 1         

Cr 

(soil) 

0.923** 0.953** 0.982** 0.971** 1        

Pb 

(soil) 

0.981** 0.942** 0.976** 0.975** 0.942** 1       

Zn 

(plant) 

0.616* 0.414 0.456 0.500 0.328 0.571* 1      

Cd 

(plant) 

0.345 0.283 0.213 0.225 0.188 0.301 0.601** 1     

Cu 

(plant) 

0.521* 0.320 0.544* 0.600* 0.425 0.560* 0.813** 0.319 1    

Mn 

(plant) 

0.287 0.061 0.299 0.364 0.167 0.325 0.770** 0.288 0.959** 1   

Cr 

(plant) 

0.231 -0.015 0.170 0.232 0.021 0.246 0.854** 0.412 0.897** 0.961** 1  

Pb 

(plant) 

0.313 0.111 0.360 0.406 0.232 0.353 0.661** 0.094 0.890** 0.886** 0.813** 1 

*. Correlation is significant at 5% (P<0.05). 

**. Correlation is significant at 1% (P<0.01). 
 

4.0. Conclusion 

 

The study shows that potentially toxic element (Cd, Zn, Pb, Cu, Cr and Mn) were present in the fecal 

sludge at Ubakala, Nigeria. The PTE were distributed in soil at various concentrations and assimilated 

at varying levels in C.papaya, T. occidentalis and M. esculenta leaves. The concentrations of the 

PTEs tested in dried fecal sludge were below the permitted limits established by European Union, 

China and Sweden. Zinc (Zn) concentration in soil is higher than the permissible limit established by 

Codex Alimentarius Commission while Cd is higher than both FAO/WHO limit and Dutch criteria for 

soil. The concentration of Zn and Cr in food crops is higher than the permissible limit established by 

the Codex Alimentarius Commission. Thus, prolong utilization of the food crops by human and 

animals might have serious deleterious effects on them. Strong positive relationship exist between Zn 

in soil and food crops (r = 0.616, p<0.05) and Cu in soil and food crops (r = 0.544, p<0.05). Very 
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strong positive relationship occur between Zn and Cd in food crops (r = 0.601, p<0.01), Zn and Cu in 

food crops (r = 0.813, p<0.01) while very strong positive relationship occur between Zn and Cd in soil 

(r = 0.966, p<0.01) and Zn and Cu in soil (r = 0.955, p<0.01). Considering the level of Zn and Cd in 

soil, we recommend that the fecal sludge should be treated with lime to precipitate PTE content of 

sludge and lowering the corresponding environmental risks. 
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ABSTRACT 
 

In the shaping of cities as physical environments, planning governance is a principal factor which 

has sustainability implications for the entire urban system. This suggests that planning governance 

is a factor which has the potential to contribute to the occurrence of environmental challenges as 

well their resolution. Nigeria’s cities are facing many environmental challenges which constitute 

threats to sustainable development. This paper examines the main challenges to the development of 

a sustainable physical environment in Benin City, Nigeria’s ninth largest urban centre by 

population. Relying on archival records and observation, the study evaluates the city’s major 

physical environmental problems and their connection with planning governance; and thereafter, 

undertakes a comparison of planning governance features in the city with practice in the now 

sustainable, but once unsustainable environment of London City. The findings are that planning 

governance exerts a critical influence on the sustainable urban physical environment as in London 

City; that Benin City’s weak planning governance (as manifested by the absence of a master plan, 

inadequate personnel and equipment, a low public awareness of planning laws, a low level of 

compliance and a general lack of enforcement) is contributory to the emergence and subsistence of 

its environmental challenges. The conclusion is that the subsisting environmental challenges of 

Benin City are rooted in planning governance which, as presently run, lacks the capacity to 

achieve a sustainable physical environment. It is recommended that the city be re-directed to a 

trajectory of sustainable physical development through sweeping changes in planning governance 

and public enlightenment. 

 

Keywords: Benin City, Environmental challenges, Physical planning, Sustainable development 

 
1.0. Introduction 

 

Human settlements are physical spaces which have been adapted from their natural state. According 

to Williams (2014) the “urban form is the physical characteristics that make up built-up areas, 

including the shape, size, density and configuration of settlements”.  This form is produced by a 

process which involves changes to terrain and morphology. The urban physical form is created for the 

provision of space for living, working and recreation (Lohmann, 2006) for which purposes all urban 

land needs must be accommodated as a cardinal principle of planning design(Keeble,1982). These 

needs are arranged to achieve complementarity, the separation of incompatible land uses and 

allowances made for the effect of topography and ecology on the urban form (Keeble, 1982). Urban 

infrastructure constitutes the physical and related structures needed for functioning of the urban area. 

It energises the urban form, provides the means of movement of people, information and goods and 

services. According to Onwuanyi (2020), a city’s infrastructure usually comes in two broad forms:  

the grey (or built) and the green (or planted). Onwuanyi (2020) further states that the former mainly 

constitute constructed facilities whilst the latter consists of trees, gardens, parks, urban forests and the 

like. The physical structure of a city, which can be perceived from its layout, reveals the composition 

of land uses, the space provision for various needs, the pattern of arrangement of land uses, 

accessibility, aesthetics and physical and ecological constraints imposed on the urban form (Keeble, 

1982). The land use pattern particularly influences the quality of the physical environment and its 

capacity to sustain human activities which, if uncontrolled or unmonitored tend to produce 
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environmental stresses.  These problems come in dimensions which can be seen, heard, felt, and 

perceived. 

 

Human activities, according to the United Nations (2015), have the potential to impact negatively 

upon the environment by reducing its quality and depleting resources. Undoubtedly, human activities 

create challenging situations in the sense of difficulties for those who occupy and use the 

environment. According to Massachusetts Institute of Technology (2000), these difficulties come in 

the form of damage to the physical environment, mostly caused by other people, and usually with 

harmful consequences for human welfare, either now or in the future.  MIT (2000) further argues that 

some of these difficulties have the potential to extend beyond the present to future occupiers and users 

of the environment. Environmental challenges may be defined either in broad or narrow terms, 

depending on intention and focus. A broad definition of may include virtually all issues which impact 

both people and environment in an urban area.  

 

Damage to the physical environment mostly comes through anthropogenic activities. These produce 

nuisance, pollution of the air and water bodies, resource depletion, poor sanitation and waste disposal 

challenges which are common to Nigeria’s urban environments. These are threats to present or future 

human well-being of humans.  

 

As the world’s populations increasingly settle in cities, sustainable urban living has become a topical 

issue. Sustainable urbanism is an environmental, livelihood and urban concept. It envisions cities 

which are designed, managed and governed to function on a long-term basis as human habitats. This 

would necessitate their serving as living, working and recreational spaces where the environment is 

protected, social development promoted and livelihoods and resources sustained to deliver long-term 

value for the present and in the future. According to Sharifi (2016), sustainable urbanism is the 

application of sustainability and resilient principles to the design, planning, and 

administration/operation of cities. This is tantamount to the application of sustainable development 

principles to urban environments, that is, development (which) seeks to meet the needs and 

aspirations of the present without compromising the ability to meet those of the future. UN World 

Commission on Environment and Development (1987).  Fundamental to a sustainable urban 

environment is sustainable physical planning. This is essentially because sustainable environments are 

sustainably planned, managed and effectively governed. The importance of sustainable environments 

is emphasised by the UN Sustainable Development Goals (Global Goals) policy 2015 to 2030.This 

policy which involves 17 goals and 169 targets dedicates Goal 11 and its 10 targets towards  the 

creation of sustainable cities and communities across the world. 

 

Published research and public commentary suggest that Nigeria’s cities, including Benin City, are 

challenged by physical environmental issues. These findings and observations further suggest the 

existence of challenges to achieving a sustainable physical environment which is necessary for 

sustainable urban living, development and management. If Nigeria’s rapidly urbanising cities are not 

developing on a trajectory of sustainable development, it is necessary and important to identify the 

nature of the challenges; ascertain the prerequisites for a sustainable physical environment; and then 

consider how these measures may be effectively deployed in the study area. It is argued that cities are 

governed physical spaces and that their challenges of environment cannot be distanced from 

governance, particularly planning governance, which has the potential to exert a great influence on the 

condition and quality of the physical environment. Thus, an enquiry into urban environmental 

challenges necessarily requires an examination of planning governance standards and performance. It 

is in these regard that this paper evaluates planning governance in Benin City. 

 

The study identifies the nature and manifestations of extant challenges of the physical environment in 

Benin City. The state of planning governance in the city is compared with practice in the established 

and sustainable physical environment of London City. The aim is to find out Benin City’s areas of 

conformance with, or divergence from, the path of sustainable physical development. This is done 

with the intention of drawing lessons which would advise the best approach to the attainment of a 

sustainable physical environment in Benin City. 
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Environmental problems are noticeable by the impacts which they produce. These impacts announce 

their presence or emergence and the nature of the challenge which they pose or can pose. According 

to Abdallah (2017) “environmental impacts are changes in the natural or built environment, resulting 

directly from an activity that can have adverse effects on the air, land, water, fish and wildlife or the 

inhabitants of the ecosystem”.  This is mostly the case with the main environmental problems of 

Benin City as collated from the archives and observation and displayed in Table 1. These 

environmental issues are described and classified either as managerial or cultural. 

  

Table 1: Existing urban challenges in Benin City 
 Environmental Problem Managerial        Cultural 

1. Biodiversity 

(parks, gardens, street trees, open spaces) 

 

Planning governance/  

personnel 

      Public Awareness 

2. Waste Dumping(conventional household, industrial 

and commercial solid waste, electronic and 

hazardous waste 

Operational 

Equipment/Facilities 

    Public Compliance 

3. Refuse Burning(release of chemical pollutants) Enforcement Capacity  

4. Erosion(Soil & Gully) (absent/inadequate/silted 

drainage channels, deforestation) 

Public Education  

5. Air &Noise Pollution(generator noise, incompatible 

land uses) 

Enforcement Capacity  

Authors’ Compilation, 2020 
 

The table shows that the lack of open and green spaces is a managerial (decision-making) issue of the 

planning process, but it is also cultural in the sense of a lack of public awareness of the benefits 

(Onwuanyi, 2020), giving rise to indifference. The lack of enforcement and monitoring is associated 

with poor waste management and refuse-burning. Erosion and flooding are associated with improper 

waste disposal and the cultural issue of poor construction practices involving an increasing use of 

paved surfaces which prevent rainwater infiltration, and therefore, exacerbate the problem, 

particularly where storm water drainage is either absent or inadequate (Effiong and Uzoezie, 2017).  

 

Clearly, these listed problems of the Benin City environment typically arise from anthropogenic 

behaviour and activities. Thus, the solutions must be sought in the alteration of behaviour and 

practices. Indeed, at one end, humans are responsible for urban governance whilst at the other humans 

also are responsible for the how the environment is used. A lack of good policies and a failure to 

adopt good practices both have the potential to impact the environment. Environmental policies and 

practices are usually subjected to human control by urban planning, a tool for planned development 

and urban management which shows concern for health and maintaining well-being through averting 

diseases and illnesses associated with overcrowding, poor sanitation, and exposure to environmental 

pollution (Hphp, 2015). The suggestion is that the challenges of the urban physical environment as 

well as their solutions have a common ground in urban planning. The paper, therefore, proceeds to 

consider the situation of urban physical planning in Benin City by an evaluation of the urban planning 

function. This is done by reference to archival records and physical observation. 

 

2.0. Methodology 

 
This study relies upon archival records and observation to argue its premise that a nexus exists 
between planning governance and a sustainable physical environment. These data sources are used to 
identify the nature and manifestations of environmental challenges in Benin City. Furthermore, the 
challenges are evaluated in terms of their origins. Thereafter, relevant issues of physical planning in 
the city are evaluated in order to identify their connection with planning governance. Subsequently, 
the study further stresses the connection between planning governance and a sustainable physical 
environment by comparing the study area with London City, using the latter as an example of an 
environment once characterised by unsustainable development, but which now has a sustainable 
physical environment.  
 
3.0. Results 

 
3.1. Urban environmental problems of Benin City 
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3.2. Situation of urban physical planning in Benin City  

Further evaluations were undertaken in regard to the status of physical planning in Benin City. In 

Table 2, pertinent issues which relate to the urban planning function are listed. For each of these 

issues an assessment is made of the present status as revealed by archival records and observation. 

 

Table 2: Evaluation of physical planning administration in Benin City 
Physical Planning Issues Situation Evidence/Evaluation 

Planning Administration Planning was transferred from 

Town/City council to state Authority 

in 1968 

Planning administration was until 2016 

subsumed under the Ministry of Lands; 

confirmed by enquiry (2020) 

Urban Governance City Governance was under local 

authority, but now under four, plus 

the state authority 

4 local governments exist in the city 

(Constitution of the Federal Republic of 

Nigeria (1999, as amended) 

Existence of an Urban Masterplan Not Available Braimah (1984); Confirmed by enquiry 

Existence of a Planning Agency Available A fact confirmed by enquiry (2020) 

Accessibility of  the Planning 

Agency 

Not very Accessible due to a low 

public awareness 

Omuta (1988);   Omorotionmwan 

(2012); Adamolekun et al. (2017) 

Resources of the Planning Agency Limited(human/equipment) 

 

Braimah(1984);Confirmed by enquiry 

(2020) 

Public awareness of essence of  

building approvals 

Low Adamolekun et al. ( 2017) 

Public compliance with building 

Laws 

 

Low 

Ogeah and Omofonmwan (2013); Omuta 

(1988) Adamolekun et al. (2017);  

Omorotionmwan (2012); confirmed by 

observation (2020) 

Effective Enforcement Poor Ogeah and Omofonmwan (2013); 

Adamolekun et al. (2017); Evbuomwan 

as reported by Eweka (2017); 

Omorotiomwan(2012) 

Authors’ Compilation, 2020 
 

The most important issues in the table are that the city has no masterplan to guide its physical 

development. Thus there are no structure plans. There is a planning agency, but this is not adequately 

staffed and properly equipped. It is, therefore, unable to make an impact on monitoring, enforcement 

and in educating the public on planning laws. These assessments form the basis of the findings which 

are treated in the discussion section. 

 

3.3. Sustainable physical environments 

It was considered relevant to this study to undertake evaluations of the factors which have enabled the 

development of sustainable physical environments in other jurisdictions and the extent to which these 

factors feature in Benin City. Ever since the report of the UN World Commission on Environment and 

Development (1987) known otherwise as the Brundtland Report, the sustainable development 

discourse has permeated all aspects of human endeavour, but the environment remains the most 

critical aspect of the concept because it is base of human activities. Has planning been a factor in 

achieving a sustainable physical environment in other climes? As expressed by Keeble (1984), town 

planning ideally involves deciding what a city should look like before it is built. However, because 

most cities have grown of their own accord, planning usually concerns itself with deciding in which 

ways a city should remain as it is and in which ways it should be changed for the better.  The nature of 

change required is not solely decided by the planner, but by society through the political process and 

the instrumentality of governance (Roberts, 1999) with the planner placing his expertise at the service 

of society. Through the planner and the planning process may decide the most appropriate choices for 

society and in the process restrain, constrain or coerce the individual in the interest of others (Roberts, 

1999). The objective is to provide for urban dwellers the best possible standard for living and working 

by applying a process of continual improvement (Lohmann, 2006).Society’s desires and expressed 

preferences are, therefore, critical to achieving a sustainable physical environment. A sustainable 

urban physical environment comes through environmentally responsible governance which creates a 

liveable space (New Zealand Ministry of the Environment, 2016). It is founded upon commitment: 

political commitment on the side of government, and social commitment or “buy-in”, by the 

governed. This enables the creation of what is desired and the management of what is actually 

created. 
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3.4. Physical planning in Benin City and the City of London  

From the preceding, it should be clear that the fundamental issue in the development of a sustainable 

physical environment is planning governance which is supported by appropriate laws and equipped 

and empowered for performance. There are jurisdictions which have attained sustainable conditions 

by overcoming challenges such as faced by Benin City. An example is London City in the United 

Kingdom which has a history of “apparently unsuitable development, some very like those being 

experienced in today’s most rapidly growing ‘new’ cities (Clark, 2015) having had a multi-century 

struggle for sustainable development (Clark, 2015). For these additional reasons, Benin City is 

compared with London City in terms of planning practice. First, London is an example of an 

environment where modern urban planning has been practiced for many decades. Secondly, it is 

chosen because it is an environmentally responsible city. Thirdly, although Benin has ancient origins, 

it is a relatively new city compared with London, considering that ancient Benin was burned down in 

1897 and started its renaissance as a 1920 colonial township. London, on the other hand has evolved 

for over hundreds of years. British urban planning legislation and practice as well as research 

(Williams, 2014; Callies, n.d.) reveal some factors which are relevant to the sustainable development 

of cities These factors are listed in Table 3 as constituting the main requirements which make for 

effective physical planning. The items are seven in number starting from the availability of a plan. 

The other requirements relate to the implementation of the plan through appropriate laws made by 

society which presumably has a consensus on the desirability of planned development and the need to 

comply with the laws which drive the process. 

 

Table 3: Instruments of physical planning: Benin City and London City 
Prerequisites for effective 

and sustainable physical 

planning 

Benin City City of London Evidence 

An urban plan None available Available London is a leading world city 

shaped by the British system of 

land use planning and control 

system  which is among the 

world’s most sophisticated and 

complex; has been experimenting 

with comprehensive planning 

laws since at least 1909; 

permission for all private 

development requires local 

government permission (Callies,  

n.d.); Much of the London’s 

urban form (in terms of settlement 

patterns, street layouts and so on) 

has been in place for hundreds of 

years (Williams,2014); citizens 

are compliant because planning 

laws are understood and 

enforcement effective. However, 

has challenges of air quality & 

social cohesion (Clark, 2015) 

An urban management 

structure 

Available, but weak Firmly established 

An urban management team Poorly established and 

ineffective/Poor staffing by 

professionals 

Firmly established 

and effectively 

managed by 

professionals 

Work equipment for planning 

administration 

Poorly equipped Well-equipped and 

professional 

Appropriate legislation  Yes 

 

Yes 

Societal support  Weak as evidenced by 

illegal development 

Strong 

Political consensus on 

planned 

development/planning 

policy/ planning process 

 Arguable. Existence of a 

consensus is not reflected in 

the state of the 

environment/compliance 

with planning laws 

Yes, long established 

and  widely accepted 

A highly enlightened 

citizenry 

 Low, as evidenced by  low 

awareness and compliance 

 High, as evidenced 

by high compliance 

with planning laws 

Authors’ Compilation, 2020 

  

Table 3 shows that Benin City lacks effectiveness in many areas where London is fully established. 

The issues raised in this table form a part of the findings and come up in the discussion. 

 

3.5. Summary of findings 

The findings come from Table 1 which lists and classifies the urban physical problems Benin City; 

Table 2 which outlines and explains the state of physical planning in Benin City; and Table 3 which 

compares Benin City and London City in regard to the availability of the instruments of physical 

planning necessary for creating a sustainable environment. The results are as follows: 

 

(1) Benin City lacks an urban masterplan. 

(2) There is a low public awareness of the planning function in the city. 

(3) The planning function is in a weak state, lacking the capacity for effective administration and 

enforcement. Planning was transferred from the town/city council to state authority in 1968. 
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(4)There is now a fragmentation of urban governance between the state, on the one hand, and the four 

local government jurisdictions, on the other. This is a departure from the colonial practice of 

governance under a single authority.  

(5) When compared with the City of London using the perquisites for effective and sustainable 

physical planning, Benin City suffers many deficiencies. 

These findings are interwoven and they are considered in the discussion below. 

  

4.0 Discussion 

 

The lack of a master plan is unarguably a major challenge According to Braimah (1984), “the 

planning authorities, have failed in initiating master plans for urban centres in the state. So far, no 

urban centre in the State has a prepared and adopted master plan to serve as a guide to development 

control” (Braimah, 1984).  This situation did not follow the promise represented by the British 

preparation of a survey plan for Benin Township. The designed township covered the present day 

Government Reservation Area (GRA) and the central part of the city. The GRA consisted of a 

residential area of 54 residential plots, set out in a grid-iron pattern crisscrossed by roads and an 

administrative area consisting of the High Courts, Prisons, Central Hospital, the Palace and Ring Road 

as well as the various roads which lead off this central point in a radial pattern (Aihie, 2015). This was 

evidence of physical planning in its original sense of deciding in advance what is to be built before it 

is built. Further evidence of planning is seen in the city’s radial road network from the centre, the 

various quarters, Urubi, Oliha, Ogidan, Uselu and Eyaen and markets, and the establishment of three 

public cemeteries in different areas. There is also evidence of planning in the location of the 

aerodrome at the outskirts of town; the golf course; and planted trees along the township streets. The 

later establishment of a town council (later renamed city council to approve and monitor building 

development is also evidence of urban planning administration. The town was subject to the various 

colonial legislation on building lines, public sanitation and orderly development. There were three 

main legislations of the era – first the Nigerian Town and Country Planning Law of 1948 which 

provided “a legal, administrative and financial framework for physical planning schemes and the 

control of development” (Braimah, 1984); second, the Western Nigeria Planning law of 1969 which 

emphasised zoning and third, the Building Adoptive By-laws of 1960 for building control. It is correct 

to say that at independence in 1960, there had been established in the city a tradition of orderly 

physical development and public sanitation. The system was managed by town council engineers and 

sanitary inspectors. In 1959, the 1948 law was adopted for use in the Western Nigeria region of which 

Benin City was then a part. By the adoption of this law, three principles were emphasised: first, to 

make it possible for all land to be subjected to planning control by the planning authority; second, 

zoning for the separation of incompatible uses; and third, the allocation of future land use. 

 

The absence of a master plan suggests that sub-optimal land use decisions have been taken over the 

years usually by private interests in pursuit of their own agenda. Uncontrolled, laissez faire spatial 

expansion at the periphery leads to a continuing loss of land cover as agricultural land is privately 

sub-divided and converted into development land without the input of the planner. As the 

environments thus created usually consist of only residential, commercial and industrial land uses, it 

has not been possible to have a land use pattern which reflects all urban land needs. This development 

of a non-rational pattern of land use (Aluko, 2011) is a characteristic of Nigeria’s cities which has led 

Agboola and Agboola (1997) to assert that these spaces have grown in spite of the planning laws 

further leading to deficiencies in urban land management (Ikejiofor, 2009). Additionally, in the 

absence of a master plan, extant laws of planning such as zoning and development control have not 

been effectively managed. Omuta (1988) identifies weaknesses in administration and managerial 

capacity coupled with unplanned land use and uncontrolled physical development as being principally 

responsible for the state of city. Likewise, research by Ogeah and Omofonmwan (2013) also mention 

the role of poor planning enforcement capacity in the lack of separation amongst incompatible land 

uses and the congested nature of residential areas. Poor capacity in this case extends not only to the 

availability of equipment and personnel, but also, the effective implementation of the laws. This lack 

of capacity cuts across all aspects of planning.  

 

Regarding zoning, residential, commercial and industrial areas were separated up till the 1970s. For 

instance, industrial activity such as sawmilling was not allowed in residential areas. This is not the 

case today. In these earlier years, physical development generally adhered to setbacks, but this is 
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rarely the case today. Ogeah and Omofonmwan (2013) observe that the city had a relatively good 

environmental order up to the mid-1980s but the turn in the economy led to a deterioration as 

straitened circumstances led residential property owners to carry out conversions to non-residential 

(basically) commercial use. Such changes included the erection of kiosks, use of open spaces around 

buildings for workshops, building extensions and, in many cases, complete demolition and rebuilding 

with the common objective of either supplementing income or to create a new means of livelihood in 

the case of those who had lost theirs. Ogeah and Omofonmwan (2013) ascribe blame for these 

unpermitted changes to government, the defaulters, but also, the planning authority for not acting 

according to the 1992 law which provides for building plan approval before development can be done. 

Because the authors' survey revealed that only 36% of respondents were aware of the planning law, 

the planning authorities were found to be remiss in not educating the public aright. 

 

Furthermore, since a master plan attempts to provide adequate space for all urban land needs, its 

absence implies that absence of a land use balance. A particular land use which is inadequately 

provided for in the present physical environment is open space (inclusive of green space and street 

trees). Research by Onwuanyi and Ndinwa (2017) established that there is a great dearth of open 

spaces in the city. There is a poor provision for green infrastructure, particularly street trees 

(Onwuanyi, 2020).  A modern master plan is a sine qua non for planning, as a tool of urban 

management. Aspects of this plan may be reviewed periodically as required. The absence of a 

masterplan is compounded in Benin City by the absence of a practice of reviewing urban growth 

patterns and directing or redirecting them in the best interest of even development (Braimah, 1984). 

 

Again, the poor situation of planning is also reflected in the level of compliance amongst the residents 

of the city. This has implications for the quality of the physical environment. Adamolekun et al.  

(2017) reveal that there is a low awareness of planning laws amongst the populace on setbacks, site 

coverage, zoning, parking and more. The authors attributing the finding to “a high level of poverty 

amongst the residents, a lack of awareness of regulatory standards and poor implementation on the 

part of the regulatory agency” (Adamolekun et al., 2017). In their Benin City study, Ogeah and 

Omofonmwan 2013) found that only 36% of respondents had an awareness of the planning laws. This 

is a challenge to compliance which compounds, and is compounded by, the challenge of official 

capacity. The effect is that enforcement cannot really be effective. In spite of the subsisting Edo State 

Urban Development Regulations of 2014, there have been chaotic developments such as “roof eaves-

extensions, structures erected on the right of way of roads/streets, the moat, river banks, under high 

tension cables of the electricity transmission company, attachments on wall fences, caravans, kiosks 

and wooden sheds which are scattered all over” (Omobude, 2019).  This is because the machinery for 

administration and enforcement (professional planners, planning assistants, technical officers, 

organisational spread and equipment) are still inadequate. Furthermore, a senior government official, 

Dania, is reported by Eweka (2017), as admitting to a “problem of political interference” and a “lack 

of capacity in terms of adequate manpower and equipment”, suggesting as solution “the political will 

to do the right thing”. 

 

Yet again, the transfer of the planning function from the town/city councils as it was before the 1970s 

to the state authority cannot really be seen as serving to make planning more effective. When Benin 

City became the capital of Mid-West region in 1963 following a plebiscite, the Benin City Council 

took charge of city administration and saw to physical development and environmental issues, using 

the structures and standards set in colonial times. This established system which was run by elected 

officials was interrupted by the 1966 political crisis which led to military rule starting in 1966 and 

subsisting until 1979 in the first instance. This was a precursor of change in governance and urban 

management. The 1967 military-induced geo-political restructuring of Nigeria led to the Mid-West 

region being re-designated as one of Nigeria’s twelve new states. The change involved a shift of 

power at regional (now state) and federal levels from elected representatives to appointed military 

governors who operated outside the constitution. This also implied a shift in accountability. Rather 

than being from electorate to citizen, it shifted to the military and its high command. The 1976 second 

re-naming of the Mid-West State by military fiat as "Bendel" state was a reflection of the new ethos.  

In 1968, important environmental management functions of the Benin City Council were taken over 

by a new, military-created body known as the Bendel Development and Property Authority (BDPA). 

Thus, the Benin City Council ceased to be a planning authority. Being a state-wide agency, other town 

councils in the state such as Warri Township Council also ceased to function as planning authorities. 
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Thus, urban planning and management for Benin City and the entire state became the sole 

responsibility of the agency. In this period, the city’s population was far less than 400,000 persons. 

This view is supported by Doxiades Associates 1972 city population estimate of 201,000 (Doxiades 

Associates, 1972) and Sada’s 1976 estimate of 314, 219 (Sada, 1976). Ikhuoria (1984) reveals that the 

city’s spatial extent as at 1972 was 30 km
2
 or 3000 hectares whilst Odjugo et al. (2015) give an 

estimate of 359 km
2
 (35,900 hectares) as at 2013. This means that in the intervening years, the city 

had expanded over ten times in spatial extent. This was a good reason to evaluate the growth pattern 

of the city and its implications for orderly development in the years to come. However, the system in 

place was unable to discharge this responsibility. 

 

The transfer of responsibility from council to state authority did not take into account the fact 

planning is a local activity. The effect of this reform was to centralise a function which was 

previously localised in the city councils. This might have made monitoring less effective, and 

therefore, increased the numbers of unplanned, unapproved and non-conforming development. The 

fact that the BDPA became defunct at a time and its functions taken over by the Military Governor’s 

Office could have been contributed to the weakening of planning. It is important to recall that despite 

the existence of the Bendel Development and Planning Authority (BDPA) Order 1977 which was 

designed to be managed by the BDPA, planning functions were still being performed by the office of 

the military governor. In this connection Braimah (1987) states that: “since 1978, the Town Planning 

Division, currently part of the Military Governor’s Office, has been entrusted the powers of the now 

defunct Bendel Development and Planning Authority, to control developments in the state. In 

addition, it possesses power to prepare land-use layouts and master plans, for declared planning areas” 

(Braimah, 1987).  Thus, planning which should be a local activity was centrally managed in a top-

bottom manner. For instance, between 1967 and 1975, the military governor’s office reconstructed 

and widened the city’s major streets such as Mission Road, Forestry Road and Akpakpava Street and 

also established the BDPA and Aduwawa housing estates and built a stadium (1968) and university 

(1970). These important decisions were able to be taken by the governor’s office because of the 

absence of elected officials.  De jure and de facto, therefore, both city and state governance were 

responsibilities of the governor. Thus, the city’s trajectory of growth and the quality of its 

management from the 1970 to 1990s were effectively set by successive unelected (military) officials 

who administered the state and the city and controlled all available resources. Then, as now, the case 

until that the state chief executive (the governor of Edo state) greatly influences the direction of the 

city’s environmental policies and the pace at which they are implemented. Indeed, a parliament is in 

place, but it is a strong feature of the military-crafted 1999 constitution (now partially amended) that 

much power is placed in the office of the governor. This is evidenced by the 1979 Land Use Act (also 

a part of the constitution, which vests all land in urban areas in the office of the governor. The import 

of this provision can be appreciated from the essentiality of land to sustainable environmental 

development. The governor’s exercise of his many powers tends to be the source of confrontations 

between the executive and legislature (Fatile, 2017). The situation is not helped by the apparent 

reluctance of state legislative assembles to exert their independence and perform oversight duties 

(Nwagwu, 2014).   

 

The present fragmentation of city management into four local jurisdictions may not aid the effective 

development and management of the physical environment. Whilst physical planning is now a state 

responsibility, the local governments, as grassroots entities, need to be co-opted and involved in 

environmental management. This is particularly important since Area Planning Offices tend to be 

inadequate both in numbers and personnel (Braimah, 1988), giving room to haphazard land sub-

division (Omuta, 1988). The existence of four local jurisdictions has the tendency to create an overlap 

not only between these four authorities, but between them and the state government which, as the 

constitutionally appointed supervisor of the former, is de facto and de jure manager of the city. UN 

(2012) emphasises thus: “urban governance is the hardware which enables the urban software to 

function ... to enable the local government response to the needs of citizens”. This suggests that the 

capacity of cities to perform their developmental function and grow in a sustainable way depends on 

how well they are governed. 

 

Lastly, a comparison of Benin City with the established jurisdiction of London City reveals that the 

former is deficient in many respects. Of course, the difference is that London has been exposed to 

modern planning interventions for a far longer time being the capital city of the UK where the Garden 
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Cities Movement originated. London’s poor environmental conditions in many decades past have 

been transformed. The city authority’s commitment to doing better is expressed in the London Plan 

which  presents a vision for sustainable development up to 2031.The aim is to make the city excel 

amongst global cities by achieving the highest environmental standards and quality of life whilst 
tackling urban challenges of the 21

st
 century, particularly climate change(Greater London Authority, 

2011).The indicative features of sustainable physical development which are available in London City 

constitute lessons for Benin City if it desires also to achieve sustainable physical development.  

 

In sum, the weak state of the planning function is a great threat to having a sustainable physical 

environment, particularly in the absence of a masterplan. This situation sustains the reign of laissez 

faire urban development, particularly at the periphery where most new development is taking place 

and where control is most needed. The direct causes of the present state of the physical environment 

are the lack of monitoring due to inadequate personnel and equipment; a failure to educate the public; 

to achieve a “buy in” to planning; and to implement sanctions, where necessary. Benin City is not 

truly characterised by modern practices in urban planning substantially because the urban physical 

form which was developed decades earlier when the population was far lower has not been reviewed 

to accommodate the changes made inevitable by population growth and urban sprawl. An inadequate 

response to the increase in the human and vehicular populations by expanding the road network, has 

brought about traffic congestions, rising air pollution from vehicular carbon emissions (Verere et al., 

2015), sanitation and waste disposal challenges (Isah and Okojie, 2007), and of course, increased 

erosion and flooding events (Iyalomhe and Cirella, 2018). All of these affect sustainability of the 

physical environment. 

 

5.0. Conclusion 

 

This paper set out to evaluate the main challenges to achieving a sustainable physical environment in 

the modernising and urbanising space of Benin City. The study relied upon archival records and 

observation to identify and classify these challenges, outline and explain the state of physical planning 

in the city and evaluate the adequacy of the city’s instruments of physical planning in relation to 

London which is established as a sustainable physical environment. The conclusion is that the weak 

state of planning governance in Benin City is a great threat to achieving a sustainable physical 

environment which is a requisite for sustainable development. 

  

The findings are that Benin City lacks an urban masterplan. In addition, there is a low public 

awareness of the planning function. Furthermore, the planning function is in a weak state, lacking the 

capacity for administration and enforcement. Again, the planning function was transferred from the 

then sole city authority to the state government in 1968, but this has not manifestly strengthened it. 

Yet again, the city’s governance was once under a single local authority, but is now fragmented 

amongst four and the state government. Lastly, a comparison of planning governance in Benin City 

with the established and sustainable City of London, reveals many important deficiencies on the part 

of the former which constitute barriers to achieving a sustainable physical environment. 

  

The findings suggest that planning governance as currently constituted and practiced is not equipped 

to tackle the city’s environmental challenges and deliver a sustainable physical environment. The 

present system may also create overlaps between the state government and the four city local 

governments on the one hand; and between the local governments, on the other. These may create 

ineffectiveness. Furthermore, the absence of a master plan is an indication that modern urban planning 

is not being practised in Benin City and this diminishes its capacity to respond to the demands of 

sound physical planning and management of the environment. 

 

The study recommends production of a masterplan to guide the future development of the city. 

Furthermore, a stakeholder consensus built upon environmental responsibility is required, together 

with appropriate laws and empowerment of the planning function for good governance. Additionally, 

the engagement of numerically adequate planning personnel who must be well-trained and equipped 

for performance. Lastly, the commitment of officials at state and local levels to redirecting the city 

onto a trajectory of full compliance with the law and promotion of the ideals of sustainable 

development. 
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ABSTRACT 
 

The bacteriological assessment of palms of students of Delta state University Abraka, was 

undertaken. A total of hundred samples were collected using a sterile swab sticks. Streak plate 

method was used and also biochemical test carried out following standard procedures. Results 

showed growth on ninety-three (93) cultured plates (93%). Bacteria isolates identified were 

Staphylococcus aureus, Escherichia coli, Proteus sp., Streptococcus sp, Bacillus sp., Salmonella 

sp. and Klebsiella. Staphylococcus aureus had the highest prevalence of 41% while, Salmonella sp 

(1%) was the least prevalent. Results also showed that female students had a higher incidence of 

bacterial load (58%) compared to the male students (42%), There is therefore a need to create 

awareness among students on good hand hygiene practices since the hand is a major reservoir of 

pathogenic organisms. 

 

Keywords: Bacteria, Palms, hygiene, Staphylococcus aureus, Escherichia coli, Abraka 

 
1.0. Introduction 

 

The hand is the extremity of the superior limb, hence, serves as a medium for the transfer of 

microorganisms from one location to the other and from one person to another (Hammond et al., 

2000). ‘‘According to the US Centre for Disease Control and Prevention and the Association for 

Professionals in Infection Control and Epidemiology, simple hand washing is the single most 

important and effective method of preventing the spread of transmissible disease’’ (Burton et al., 

2011). Human hands usually harbour microorganisms both as part of normal micro flora and 

microorganisms contacted from the environment. These normal microfloras such as 

Staphylococcusaureus resident in the human skin and can therefore be passed from one individual to 

another. Other pathogen that may be present on the hand as transient types includes Salmonella spp., 

Shigella spp., Escherichiacoli (Curtis and Cairncross, 2003). The high incidence of diarrheal diseases 

and other communicable disease among students are actually due to poor knowledge and practice of 

personal and environmental hygiene (Strina et al., 2002). Poor knowledge and practice of, and 

attitudes to personal hygiene, such as hand washing, has negative consequences for a child’s long 

term overall development. Good hand washing practice is therefore a prerequisite to a child’s survival 

(Lopez-Quintero et al., 2009). Infectious transmission through contaminated hands among students is 

a common pattern seen in higher institutions and failure to perform appropriate hand hygiene 

practices has been recognized as a significant contributor to outbreaks of infectious diseases by the 

world health organization (WHO, 2009). Hand washing is critical in this era of covid-19 where human 

to human transmission is mainly through respiratory droplets from infected individuals, contact with 

contaminated objects and surfaces, social activities like hand-shaking, hugging and kissing (Imai et 

al., 2020; Majumdar and Mandl, 2020).This study is thus designed to determine the bacterial load on 

the palms of university students to assess whether they carry pathogenic bacteria that could cause an 

infection to these students and the level of adherence of students to proper hygiene especially hand 

washing. 
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This research was carried out among students in different faculties in campus 3 of Delta State 

University Abraka. Abraka is lies on longitude 5.7917
0
N and latitude 6.0987

0
E with a student 

population of 22,000 (undergraduate) located in the South-South geopolitical zone of Nigeria (Figure 

1). It is an urban town with the major occupation of farming, trading, civil servants and students 

(DELSU, 2019/2020). 

 

 
Figure 1: Map of Delta State Nigeria showing location of study area 

Source: Irwin and Oghenevwede (2014) 
 

2.2. Study population 

This study enrolled a total of 100 students made up of 50 males and 50 females. Ten (10) students 

each were randomly selected from each of the faculties on campus 3. 

 

2.3. Sample collection 

With the aid of sterile swab sticks, Hundred (100) samples were collected from students. Each swab 

stick was introduced into 2-3mls of peptone water in sterile sample bottles. The hand swabs were 

properly closed and transported to the Microbiology Laboratory Delta State University, Abraka for 

analysis. 

  

2.4. Media preparation and culture 

The media used were MacConkey agar and Nutrient agar which was weighed according to 

manufacturer’s instruction and was sterilized at 121°C by autoclaving for 15 minutes. Blood agar was 

prepared by removing 50mls of molten nutrient agar and replaced with 50mls of sheep blood to give 

5% blood agar. Samples were culture by streak plate method and incubated at 37
0
C for 24 hours. 

 

2.5. Biochemical identification of isolates 

Isolated microbes were characterized and identified based on colony morphology, cultural appearance 

and biochemical tests (Cowan and Steel, 1974; Cruishank et al., 1975; Sanders, 1994). 

 

2.6. Gram staining 

The developed bacteria colonies after 24 hours of incubation was Gram stained and examined for 

Gram positive and negative bacteria. 

 

2.0. Methodology
  
2.1. Study area 
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2.7. Catalase test 

This test was done to differentiate Staphylococcus and streptococcus. Few drops of hydrogen 

peroxide solution were placed on a glass slide and an applicator stick was used to emulsify the 

suspected colonies of the test organism and observed for bubbles. Staphylococcus was positive and 

streptococcus negative. 

 

2.8. Motility test 

Motility was performed on all isolated bacteria. Semi-solid agar was prepared and stabbed with the 

isolates to the bottom of the tube and incubated at 37
0
c for 24 hours. The swarming of bacteria in the 

medium is positive for motile bacteria.   

 

2.9. Oxidase test 

Three drops of oxidase reagent (tetra-methyl-p-phenylenediaminedihydrochloride) was added on a 

filter paper. Colony of the test organism was picked, smeared on the filter paper and observed for 

development of a blue purple colour within 10 seconds. The formation of purple color indicates a 

positive result. 

 

2.10. Indole test 

Indole test demonstrate the ability of certain bacteria to decompose the amino acid called tryptophan 

to indole that accumulate in the medium (tryptone water). The test organism was inoculated in the 

medium and incubated at 37°C for 24 hours. Then 0.5 ml of Kovac’s reagent was added and gently 

shaken formation of pink to red ring color on top of the medium indicates a positive results.  

 

2.11. Citrate test 

Some Gram negative bacteria utilize citrate and change Simmon’s Citrate Agar medium to blue. The 

slants agar were streaked with a suspension of the test organisms and incubated at 37 
0
C for 24 hours. 

Blue colouration indicates positive.   

 

2.12. Urease test 

The test demonstrate the ability of some Gram negative bacteria that produces the enzyme urease 

which breakdown urea. Urea agar was prepared according to manufacturer’s instruction and 2mls was 

dispensed into bijou bottles to form a slant. It was inoculated with isolated colonies, incubated at 37°C 

for 12 hours. A colour change from light orange to pink indicates the production of urease enzyme 

(positive). No colour change indicates negative. 

 

2.13. Coagulase test 

This test differentiates coagulase positive bacteria like Staphylococcus aureus from coagulase 

negative Staphylococcus epidermidis when human citrated plasma was tested with isolated colonies. 

The enzyme coagulase produced by Staphylococcus aureus react with the plasma and form clot.  

 

3.0. Results and Discussion 

 

Our result shows that out of the 100 samples examined, a total of ninety-three (93) isolates were 

obtained.  Eight (8) different bacterial species were identified from the total number of samples 

investigated. Among the bacterial species identified after biochemical characterization includes 

Staphyloccocusaureus, Escherichia coli, Proteus sp, Streptoccocus sp, Bacillus sp, Salmonella sp, and 

Klebsiella sp (Table 1). 

 

The bacterial species observed in this study such as, Staphyloccocus aureus, Bacillus sp., Klebsiella 

sp., and Escherichia coli were however similar to the findings of Bellissimo-Rodrigues et al. (2017).  

Staphyloccocus aureus was seen to have the highest prevalence. The findings of these bacteria are in 

agreement with the work of Bellissimo-Rodrigues et al. (2017). This may be attributed to the presence 

of some pathogenic bacteria that are spread by contaminated hands especially the carriers of 

Staphyloccocus aureus in their nostrils and faecal contamination of palms with enterobacteriaceae.  

These bacteria are passed to other students by hand shake, hugging and eating together as earlier 
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opined by Lax and Smith (2014) and Mathieu et al. (2013). Washing of hand has great impact on 

reducing the burden of infections in the developing world. In this study, the practice of hand washing 

among the students is very poor with respect to reported studies from other countries. 

  

Table 1: Biochemical identification of bacterial isolates 
Gram 

stain 

Shape  Catalase  Coagulase  Motility  Indole  Urease  Citrate  Bacteria 

+ Cocci + + - - - + Staphylococcus aureus.  

- Bacilli - - + + - - Escherichi coli 

- Bacilli - - + - + + Proteus sp.  

+ Cocci - - - - - + Streptococcus sp. 

+ Bacilli + - + - - + Bacillus sp. 

- Bacilli + - + - - - Salmonella sp. 

- Bacilli + - - - + - Klebsiella sp. 

 

Table 2 shows the prevalence of bacterial isolates from the sample examined.  Staphylococcus aureus 

had the highest prevalence rate of 44.1 % followed by Escherichia coli 15.1% and the least 

Salmonella sp. 1.1%. This is not alarming because these organisms are predominant as carriers in 

humans and causes harm only when the infectious dose is high enough to induce an infection. In spite 

of this, effective hand washing is important in infection control. Appropriate hand washing is the most 

vital way to reducing the spread of communicable diseases and an intervention that can break the 

chain of food poisoning and respiratory infection such as covid-19 as observed by Uneke et al. 

(2014). 

 

Table 2: Bacterial isolates from palm of students 
Bacterial isolates  No.of samples No. (%) positive for 

palm isolates 

No. (%) negative for 

palm isolates 

% Prevalence 

Staphylococcus aureus 100 41(0.41) 52(0.52) 44.1 

Escherichia coli 100 14(0.14) 79(0.79) 15.1 

Bacillus sp.  100 19(0.19) 74(0.74) 11.1 

Proteus sp.  100 7(0.7) 86(0.86) 7.5 

Streptococcus sp.  100 6(0.6) 87(0.87) 8.0 

Salmonella sp.  100 1(0.1) 92(0.92) 1.1 

Klebsiella sp. 100 5(0.5) 88(0.88) 5.4 

Total   93  100 

 

Table 3 shows the percentage prevalence rate of bacterial isolates that occurred in both male and 

female students. It was observed that females had more bacteria load of about 54% when compared to 

the males having about 39% bacterial load.  Out of the bacteria species identified Staphylococcus 

aureus were the most predominant and highest in females with relatively low prevalence rate of about 

15% in males. There was thus an increase in the prevalence rate of Bacillus species of about 11% 

when compared to females (8%). 

 

The human hands naturally harbors microorganisms both as part of a person’s normal microbial flora 

as well as transient microbes acquired from the environment (Curtis et al., 2009). This study shows 

that over 93% of all students hands were contaminated with bacteria pathogens. This agrees with the 

findings of Kenneth et al., (2018) who reported that about 95% of bacterial load from hands of pupils 

in their study. This could be an indication of poor personal hygiene practices particularly to 

maintaining good hand washing practices as stated in a health report by the WHO, (2009). This work 

further shows that bacterial palm carriage was 58% higher in the female students than 42%   recorded 

among the male students. This differs from the findings of Vishwanath et al. (2019) who reported a 

higher prevalence in male than in female in their study.  This could be as a result of age differences 

and the subjects recruited into current work since their research was carried out among primary school 

pupils and ours was among university students. However, the high percentage prevalence obtained 

among female and male students may due to poor hygiene in the school environment because most 

higher institutions in the developing countries lacks hand washing facilities and where available, they 
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may be poorly located, no hand washing materials and in accessibility to students even in this era of 

covid-19 where hand washing practices is key to reducing transmission of the virus.  

 

Table 3: Bacteria isolates from male and female palm 
Bacterial isolates  No. (%) positive for 

palm isolates (male) 

No. (%) negative for 

palm isolates (male) 

No. (%) positive for 

palm isolates (Female) 

No. (%) negative for 

palm isolates (Female) 

Staphylococcus 

aureus 

15(0.15) 78(0.78) 26(0.26) 67(0.67) 

Escherichia coli 8(0.8) 85(0.85) 7(0.7) 86(0.86) 

Bacillus sp.  11(0.11) 82(0.82) 8(0.8) 85(0.85) 

Proteus sp.  2(0.2) 91(0.91) 5(0.5) 88(0.88) 

Streptococcus sp.  0(0.0) 93(0.93) 6(0.6) 87(0.87) 

Salmonella sp.  1(0.1) 92(0.92) 0(0.0) 93(0.93) 

Klebsiella sp. 3(0.3) 90(0.90) 2(0.20) 91(0.91) 

Total  39 

 

54 93 
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4.0. Conclusion 

 

The present study shows that the palms of university students harbor a variety of pathogenic 

organisms which could cause serious infectious diseases like gastro-intestinal infection which are 

possibly fatal if not attended to. Lack of proper hand washing model, basic hand washing material like 

soap and water, and the presence of hand sinks at various locations within the university premises 

were among the reasons for failures of students to adhere to hand washing practices. Provision of 

these materials can bridge the gap between proper hand washing techniques and the spread of 

diseases. 
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ABSTRACT 
 

The study offered the opportunity for an evaluation of the role of Remote Sensing and Geospatial 

techniques in flood disaster risk management and development of spatial decision support system 

for flood risk assessment and management in Abeokuta metropolis. Datasets used includes cloud 

free high resolution satellite images and Shuttle Radar Topographic Mission (SRTM) data 

downloaded from earth explorer site. Soil data used was obtained from Food and Agriculture 

Organization (FAO’s) Harmonised World Soil Database, while rainfall data was obtained from the 

Climate Hazards Group InfraRed Precipitation Station. Maps of flood enhancing factors namely: 

soil types, rainfall intensity, drainage density and topography were created in Geographic 

Information Systems using same scale of 1: 50,000 and Geographic coordinate system (WGS 

1984). All maps were produced in raster format with the same cell grid cell size of 0.0028 mm. 

They were then subjected to weighting by ranking and Multi-Criteria Analysis (MCA) using the 

Weighted Linear Combination. The study identified topography and land use as key factors 

contributing to flooding within Abeokuta metropolis. Obstruction of natural drainage channels by 

buildings aggravates disasters from flash flood events. 

 

Keywords: Flash flooding, Flood Vulnerability, GIS-Remote sensing model, Weighted Linear 

combination, Multi-Criteria Evaluation, Abeokuta Metropolis 

 
1.0. Introduction 

 

Inundations from runoffs and river overflows have become a frequent occurrence in many urban areas 

of the world (Tanoue et al., 2016; Egbinola et al., 2017; Cirella and Iyalomhe, 2018; Zorn, 2018; 

Rubinato et al., 2019). Floods have affected more than 2.8 billion people in the world and caused 

more than 200,000 deaths in the last thirty years (BBC News, 2018; Olanrewaju et al., 2019). Greater 

percentages of recent global fatalities in cities have been associated with flood-induced events (Hong 

et al., 2018; Hu et al., 2018; Špitalar et al., 2020). This supports the claim that flooding accounts for 

47% of weather-related disasters world-wide (UNISDR, 2015). 

   

Available records in Nigeria indicate devastating urban flood events in several cities in the two 

decades (Olawuni et al., 2015). Floodlist (2020) documented close to four dozens of flood incidents 

that have occurred across Nigeria in the last thirty-five years. These events include Ibadan floods of 

years 1985, 1987, 1990, and 2011; Osogbo floods of years 1992, 1996, 2002, and 2010; Yobe flood of 

year 2000 and Akure flood of years 1996, 2000, 2002, 2004 and 2006. For other locations such as 

Lagos, Abeokuta, Benin, Port Harcourt, Calabar, Uyo and Warri to list a few, authors like Ogbonna et 

al., (2011), Aderogba (2012), Efobi (2013), Ogundele and Ubaekwe (2019) and Echendu (2020) 

reported flooding as a disaster of immense ecological and socio-economic impacts. Abeokuta 

metropolis for instance witnessed flash floods that swept people and properties off at specific 

locations in the years 2012, 2016, 2018, and 2020.  Ogunaike (2020) reported flood disasters within 

the metropolis in places like Igbore, Gbangba, Abiola way, Ijaye, Oke-Ejigbo, Isale Abese Obantoko 
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and Opako Oke Lantoro, Iyana-Amolaso, Lafenwa, Ijaiye, Totoro, Kuto and Kobiti. The city flash 

flood of year 2020 was particularly recounted to destroy public and private buildings in many areas in 

the metropolis. 

 

As efforts to reduce the frequency of occurrence and lessen impacts of flood disasters in many 

susceptible areas intensify, more methods of flood vulnerability and flood risks assessments have 

emerged over the decades (Perera et al., 2019; Martinez et al., 2021). Flood risk evaluation or 

vulnerability assessment has been described as the proactive steps for preventing flood disasters and 

to provide guidance for mitigation decisions (MRC, 2016; Tascón-González et al., 2020). According 

to Wang et al. (2011), there are two broad categories of methodologies for flood risk assessments 

namely; quantitative and qualitative approaches. The quantitative method estimates the magnitude of 

expected losses to flood with existing numerical data, while qualitative procedures examines a 

combination factors can influence the chances of occurrence of flood. The qualitative technics 

invariably combines flood risk indicators using ranking and weighting to determine relative levels of 

vulnerabilities of a given area to flooding (Dewan, 2013; Nkeki et al., 2013; Umaru and Adedokun, 

2020). Nasiri et al. (2016) further separated the two broad methods into four most frequently used 

methods of flood risk analysis which includes; vulnerability index system, vulnerability curve, 

disaster loss data and computer models. According to Wang et al. (2011), vulnerability curve and 

disaster loss data qualify as quantitative methods; since they rely on availability of previous flood 

statistics, while vulnerability index systems and computer modelling can be grouped as qualitative 

techniques. 

  

The demerits and merits of these methods are often considered before adopting any of them for 

particular flood risk assessment case. Quantitative methods of flood vulnerability assessment could 

sometimes give superior results where there are accurate and reliable data and statistics of previous 

flood events. This also implies that the method is limited by data availability and accuracy. 

Vulnerability curve method for instance, can be used to relate the flood risk and the elements at risk 

through realistic damage curves (Nasiri et al., 2019). This is however; greatly dependent on reliable 

empirical cases, the limitation of the method is greatly highlighted with paucity of numerical and 

comprehensive morphological data (Halgamuge and Nirmalathas, 2017). More frequently, actual 

damage survey is required and this is not only time and resource consuming, but its reliability is less 

than others because the data is location specific and cannot be applied for other geographic locations. 

Similarly, Disaster-loss method is premised on data obtained from real flood hazard, although it is a 

relatively very simple approach and can be used to predict imminent flood events, but its major 

demerit is in its inaccuracy due to disproportionately chronicled data (Nazeer and Bork, 2019). Its 

results are usually taken with great caution. 

  

Modeling methods however include the combination of a number of factors that can influence 

flooding to create vulnerability scenarios (Djimesah et al., 2018; Komolafe et al., 2020). Often 

computer programming is employed in modelling of flood vulnerability. A very common example of 

flood vulnerability modelling includes the use of multi-criteria evaluation (MCE) or 

convolutional neural network (CNN) analysis within a Geographical Information System (GIS) and 

satellite remote sensing environment (Wang et al., 2011; Wang et al., 2019). When factors like 

channel parameters, flood velocity, terrain and relief (elevations and depression) and hydrologic data 

of an area are combined in GIS environment to create flood scenarios, the model is described as 

multi-criteria evaluation (Tzioutzios and Kastridis, 2020). Various multi-criteria evaluation (MCE) 

techniques have been used for flood susceptibility and vulnerability analysis and risk mapping with 

very good accuracy levels (Elsheikh et al., 2015; Fernandez et al., 2016; Rimba et al., 2017). A mode 

of MCE is the weighted linear combination procedures (WLC) in a GIS environment (Morales and de 

Vries, 2021). The weighted linear combination (WLC) procedure is one of the widely used multi-

criteria decision-making tools. One great merit of WLC procedure above other methods is its 

provision of spatial decision-support tool in analyzing environmental problems such as flood 

(Siddayao et al., 2014). The method can rank multiple alternatives, on the basis of several criteria that 

may have different units and evaluate their respective consequences (Mahmoody and Jelokhani-

Niaraki, 2021). The method also does not depend on availability of previous or actual flood data. It is 

a much cheaper and faster method of vulnerability analysis since it relies on environmental 

parameters such as soil types, rainfall intensities, relief (topographical data) which are readily 

available (Wang et al., 2011; Chen et al., 2014). Beyond these, WLC procedures is quite simple to 
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Abeokuta metropolis; one of the capital cities in Southwest Nigeria with a population of 593,140 

spread over 125,600 hectares of land (Population Stat, 2020). The city lies between Latitudes, 7
0
5’N 

and 7
0
20’E and between Longitudes, 3

0
17’E and 7

0
27’E. The geology is crystalline pre-Cambrian 

basement complex with outcrops of igneous and metamorphic rocks visible in different parts of the 

conurbation. The city has a mesh of streams all draining into the Ogun River. The yearly annual 

releases from the Oyan and Ikere gorge Dams makes the inland valleys of the river which has been 

encroached by residential buildings to become heavily flooded at the peak of the rains (Sobowale and 

Oyedepo, 2013). Abeokuta portrays the geology of an underlying basement complex of Precambrian 

origin which predisposes it to poor water percolations (Akinse and Gbadebo, 2016). The city 

metropolis also has a convoluted drainage networks made up of dendrite rivulets; all draining into one 

long tortuous Ogun River that runs into Lagos lagoon. These unique peculiarities of the Abeokuta city 

make it vulnerable to flooding at the in-land valleys and flood plains of the rivulets which incidentally 

are been encroached by residential buildings. 

 

 
Figure 1: Map of Abeokuta Metropolis 

 

2.2. Data collection and data analysis 

Data from both primary and secondary sources were used for the study. The primary data include field 

measurements such as river channel width and depth and stream flow rate (velocity). Stream flow rate 

and channel metrics (width and depth) were taken from 3 main points namely: Ita Eko River, Ogun 

River and Arakanga River. The lengths of the various streams from the satellite image were 

implement and interpret, it is also capable in handling poor quality can be efficiently applied in any 

region since it is not limited by geographical locations. 

  

In this paper, combination of weighted linear procedures with GIS and remote sensing was employed 

to combine heterogeneous flood inducing environmental factors and spatial data to determine the 

relative susceptibility of different parts of Abeokuta city to flooding. 

 

2.0 Methodology
 

2.1. The study area  
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determined in a GIS environment. The other points were from rivulets and tributary to Ogun River 

namely: Apete, Ole and Apakila. Secondary data includes: soil types obtained from Harmonized 

World Soil Data Base (HWSD), Satellite image of drainage networks of the city, the land use/ land 

cover data, Digital Elevation Model obtained from Shuttle Radar Topographic Missions (SRTM) and 

rainfall data obtained from Climate Hazards Group InfraRed Precipitation with Station data 

(CHIRPS). 

 

 
Figure 2: Map showing sampling locations 

 

The reliability of satellite-derived meteorological data has been tested in very recent past with very 

positive outcomes. Akinyemi et al. (2020) compared satellite-derived rainfall records namely; 

CHIRPS, TRIMM and RFE data for six locations in South-west Nigeria with records from NIMET 

ground stations in order to ascertain the reliability of satellite derived data.  The authors reported very 

high positive correlation values as presented in Table 1. 

  
Table 1: Correlation values (R

2
) of NIMET, with TRMM, CHIRPS and RFE data 

Locations TRMM/NIMET CHIRPS/NIMET RFE/NIMET 

Abeokuta 0.985 0.961 0.897 

Ado-Ekiti 0.821 0.775 0.892 

Akure 0.979 0.995 0.894 

Ikeja 0.782 0.85 0.844 

Oshogbo 0.98 0.979 0.927 

Ibadan 0.801 0.807 0.854 

Source: Akinyemi et al. (2020) 
 

The data set used by the authors in Table 1 namely; Tropical Rainfall Measuring Mission (TRMM), 

Climate Hazards Group Infrared Precipitation with Stations (CHIRPS) and African Rainfall 

Estimation (RFE 2.0), which were obtained from the archives of the NOAA Climate Prediction 

Centre while the ground meteorological data were obtained from the Nigerian Meteorological Agency 

(NIMET), Oshodi in Lagos. 

 

The high positive correlation value of 0.985 in comparison of CHIRPS with NIMET ascertains the 

reliability of the data for this study. 
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Landsat TM 8 acquired in year 2019 downloaded from United State Geological Survey USGS geo-

portal (Earth explorer) was georeferenced and the drainage networks of the city were digitized from it. 

Soil data was also acquired from Food and Agriculture Organization FAO Harmonized World Soil 

Data base. The Shuttle Radar Topographic Mission was used to produce the Digital Elevation Model 

(DEM) from which terrain modelling and hydrological analysis of the area was done. 

  

2.3. Data processing, integration and spatial analysis 

The primary data collected from the field (soil type, flow rate, channel metrics) were all collated and 

analysed using the Statistical Package for Social Scientists (SPSS). Maps of all contributing factors to 

flash flood namely: soil types, meteorology, drainage density and topography were created in ArcMap 

using same scale of 1: 50,000 and Geographic coordinate system (WGS 1984). All maps were ensured 

to be in raster format with the same cell grid cell size of 0.0028 mm. They were then subjected to 

weighting by ranking and Multi-Criteria Analysis (MCA) using the “Weighted Linear Combination” 

(WLC) method (Moeinaddini et al., 2010; Al-Hanbali et al., 2011). 

  

For the weighting by ranking to be performed, each data was reclassified into five groups of 1 to 5 as 

shown in the Table 2. 

 

Table 2: Ranking for factors of flooding 
Values Ranking 

1 Not vulnerable 

2 Less vulnerable 

3 Moderately vulnerable 

4 More vulnerable 

5 Most vulnerable 

(Class 1 is not vulnerable while 5 is most vulnerable) 
 

In order to find the percentage influence of each contributing factors, weighting factors were attached 

to each layer of raster data as shown in the Table 3. 

 

Table 3: Weighting of each factor associated with flooding 

 

 

 

 

 

 

 

 

The contributing factor with the highest influence to flash flooding is rainfall with a score of 25%. 

Table 4 presents the weighting and ranking of all contributing factors to flash flooding. 

 

Criteria Percentage of influence 

Landuse 20% 

Rainfall 25% 

Elevation 10% 

Slope degree 15% 

Soil drainage 20% 

Drainage Density 10% 

Total 100% 

3.0. Results and Discussion 

 
3.1. Contributing factors to flood vulnerability in Abeokuta 

Increased run-offs which is a direct effect of rainfall intensity often leads to channel overflow and the 

persistence of any overflow in an environment is a function of its topographical characteristics and 

soil permeability. The volume of the run offs and severity of flood also depends on drainage intensity, 

land use pattern. 

  

In this study, a simple linear combination of the various factors of flooding namely; rainfall intensity, 

soil types, topography, natural drainage density and land use pattern was done and their relative 

contributions are ranked by attaching some weighting factors as described in Multi-Criteria Analysis 

procedures. Since spatial technologies particularly GIS is employed as an analytical tool, most of the 

results are presented graphically in map form. 
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a. Flood vulnerability by rainfall intensity 

The map shown in Figure 3 is the mean rainfall from March to October over Abeokuta region which 

has been spatially range into five categories namely; (a) 170 to 176 mm, (b) 177 to 181 mm, (c) 182 

to 186 mm (d) 187 and 191mm and (e) areas with rainfall above 192 to 199 mm. 

 

Table 4: Weighting and ranking of all factors associated with flood vulnerability 
Criteria Class  Ranking Weight 

Soil Dystric Nitosols (Well drained) 1 (Not vulnerable) 20% 

Lithosols (Moderately drained) 3 (Moderately vulnerable) 

Ferric Luvisols (Imperfectly drained) 4 (More vulnerable) 

Pellic Vertisols (Poorly drained) 5 (Most vulnerable) 

Elevation <50 5 (Most vulnerable) 10% 

50 – 130 4 (More vulnerable) 

130 – 217 3 (Moderately vulnerable) 

217-331 2 (Less Vulnerable) 

>331 1 (Not vulnerable) 

Slope 

degree 

0 – 1 5 (Most vulnerable) 15% 

2 – 3 4 (More vulnerable) 

4 – 4 3 (Moderately vulnerable) 

5 – 7 2 (Less Vulnerable) 

8 -19 1 (Not vulnerable) 

Drainage 

Density 

< 0.002 1 (Not vulnerable) 10% 

0.003 - 0.003 2 (Less Vulnerable) 

0.004 - 0.005 3 (Moderately vulnerable) 

0.006 - 0.007 4 (More vulnerable) 

0.008 - 0.008 5 (Most vulnerable) 

Mean 

Rainfall 

170 – 176 1 (Not vulnerable) 25% 

177 – 181 2 (Less Vulnerable) 

182 – 186 3 (Moderately vulnerable) 

187 – 191 4 (More vulnerable) 

192 – 199 5 (Most vulnerable) 

Land use Built up 5 (Most vulnerable) 20% 

Bare land 4 (More vulnerable) 

Grassland 3 (Moderately vulnerable) 

Intensive row crop rain-fed agriculture 2 (Less Vulnerable) 

Total   100% 

 

Figure 3: Mean rainfall over Abeokuta metropolis (inset: Abeokuta region). 

 

The area occupied by the metropolis (left inset) has rainfall range of 170 to 181 mm which is the 

lowest mean annual rainfall. This implies that relative influence of rainfall intensity on area occupied 

by the metropolis with regards to flooding is lowest in the region. However, ranking the map in figure 

4 by assigning weights and Multi-Criteria Analysis gives better insights to flood vulnerability by 

rainfall intensity as shown in Figure 4. 
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Figure 4: Vulnerability ranking of the study area by rainfall intensity 

 

The map reveals the south western parts of Abeokuta region as the most susceptible to flooding using 

rainfall as a sole factor in flood vulnerability ranking as shown (red to orange). The populated areas of 

the region (left) are the least vulnerable. This is however does not exempt the metropolis from 

flooding particularly when other factors such as soil type, land use and drainage intensities are 

combined. 

b. Flood vulnerability by soil types 

According to FAO classification, Abeokuta city has four soil types namely: Lithosols, Distric 

Nitosols, Pellic Vertisols and Ferric Luvisols. Distric Nitosols and Ferric Luvisols are the two 

dominant soil types for Abeokuta-metropolis. While, Distric Nitosols is well drained, Lithosols is 

moderately drained, Ferric Luvisols is perfectly drained and Pellic Vertisols is poorly drained as 

presented in Table 5.  

 

Table 5: Area occupied by soil classes in Abeokuta region 
Soil type Area (km2) Drainage 

 Lithosols 259.5 Moderate 

Distric Nitosols 437.7 Well 

Pellic Vertisols 0.2 Poor 

Ferric Luvisols 169.7 Imperfectly 

 

Using soil type alone, the northern part of Abeokuta region will be the most susceptible to flooding 

being the most poorly drained. The persistence of a flooding is determined by soil type (Ponting et al., 

2021). 

 

Incidentally, the distribution of the two dominant soil types in Figure 5 reveals the imperfectly 

drained Ferric Luvisol covering a larger portion of the area occupied by the city metropolis is as 

shown. With weighting and reclassification, the soil map reveals relative vulnerabilities as shown in 

Figure 6. 
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Figure 5: Dominant soils of the study area 

 

Figure 6: Vulnerability ranking of the study area by soil types 

 

The orange portion of the map portrays most parts of the city as more vulnerable to flooding based on 

soil characteristics. The most vulnerable portion of the region is occupied by the metropolis as shown. 

c. Flood vulnerability by topography 

The relief of Abeokuta-South is a mixture of high, low and undulating terrain as shown by the Digital 

Terrain Model (DTM) in Figure 7. 
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Figure 7: Digital Terrain Model of Abeokuta 

 

The map reveals areas with the steepest slopes (deep to light green) and those with gentle to flat 

slopes (deep brown to light brown). The areas with almost imperceptible slopes retain more water as 

the run-off velocities is considerable reduced along the channels and flood plains. The weighted relief 

presents 5 categories of vulnerability to flooding as shown in Figure 8. 

  

Figure 8: Vulnerability ranking of the study area by topography 

 

The most vulnerable areas (in red) are located along the flood plains of streams and rivers. The areas 

in yellow are of moderate susceptibility to flooding. A good percentage of the city ranks from more to 

most vulnerable as shown. Most of the areas coded orange and yellow in the map are actually inland 

valleys which witness flash flooding annually. Ordinarily, the red-brown zones are natural buffers to 

the rivers and streams, but they have almost all been built-up. At present they have become locations 

where the flash flood persists in the city. A recent example is in Plate 1. 
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Plate 1 (a-d): Flooding in different parts of Abeokuta Metropolis in April 2020 

 

d. Hydrological Modelling 

The hydrological modelling of the map in Figure 9 reveals that about 48% of the metropolis is more 

or highly vulnerable to flooding. This implies that based on topography almost all parts of the 

metropolis can be flooded as shown.   

 

  
Figure 9: Overall map of vulnerability based on combination of the multiple criteria 

 

e. Flood vulnerability by drainage density 

Drainage density is also a very crucial factor in flooding events. The higher the value of drainage 

density in an area, the less persistent the flash flood in the area. Drainage density (DD) is given by the 

equation:  DD = L/A in which L is the total length of drainage channel in km and A is the Total area 

of watershed in km
2
. The map in Figure 10 shows the GIS computation of drainage density of 

Abeokuta metropolis.  
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Figure 10: Drainage density of Abeokuta Metropolis (Inset is Abeokuta region) 

 

The darker tone colour tone depicts higher drainage density. The more the density the more 

susceptible the area is to flooding. Ogun river; the main river in the metropolis has a lot of tributaries. 

The weighting of the drainage density produced four categories of vulnerability as shown in Figure 

11. 

 

 
Figure 11: Vulnerability ranking of the study area by drainage density 

 

The most vulnerable areas are around the inland valleys which are often encroached by human 

buildings as earlier mentioned and depicted in Plate 2. 
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Plate 2: part of Abeokuta city on the flood plain of Ogun River (at the background) 

f. Flood vulnerability by land use patterns 

Poor urban planning and land use pattern is a huge predisposing factor to flood disasters. Where the 

houses are compact and a greater percentage of the grounds are concreted, the tendencies for 

generating high volume of run-offs are high. Meanwhile, with poor artificial drainage networks, 

congested areas are easily flooded. 

 

Figure 12 is the land use map of Abeokuta region from which a very massive portion of Abeokuta 

metropolis (left) is shown as built (comprising of roofed areas and concretized grounds). 

 

Figure 12: General Land use types of Abeokuta 

 

The map shows very sparse portion of the area occupied by the metropolis as vegetated. Where the 

constructed channels are blocked by debris or have become too narrow to contain the high volume of 

run-off from the city, the flood appears in the inland valleys which incidentally have become occupied 

by residential and other human structures. Further to this is the fact that changes in land use associated 

with urbanization also contributes to flooding. For instance, construction of roads, schools or factories 

often remove vegetation, causing free flow of run-offs, soil erosion and creation of depressions on the 

land surface. When permeable soil is replaced by impermeable surface, reduction in water percolation 

and consequently flooding occurs. 
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The land use types of Abeokuta metropolis include: Built up, Water bodies, Grassland, rain-fed 

Agriculture and Bare-land.  Assigning weights to the land use types shows five levels of susceptibility 

to flooding as shown in the vulnerability map in Figure 13. 

 

Figure 13: Vulnerability ranking of the study area by drainage density 

 

With respect to land use types, most parts of the city (in red) are highly vulnerable since large part of 

the area is built up.  

g. Flood vulnerability by a combination of contributing factors 

It may be slightly difficult to take decision on the relative vulnerabilities of the various parts of the 

city by independent consideration of the respective factors of flooding considered in this study. A 

combination of the factors is always useful for spatial decision support.   

 

In Figure 14 is the result of the combination of the multiple criteria. 

 

 
Figure 14: Overall map of vulnerability based on combination of the multiple criteria 
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The map shows the flood plains as the most vulnerable to flooding and next to it is a large portion all 

around the flood plains. Although no area upland is in the red zone but almost half of the metropolis 

are still highly vulnerable to flood events especially along streams and rivulets within the townships. 

  

Figure 14 becomes a spatial decision support tool if the nearness to the sources of flooding is 

examined. For example, with a setback of 500 meters from the rivers and flood plains, it is possible to 

determine. The result shows areas that are more vulnerable to flooding are within a distance of 500 

meters from the river. These areas are likely to be the mostly impacted in the event of flooding. 

  

Figure 15 gives the picture of the 500 m zone of influence with regards to flash flood. All structures 

within these zones should be inspected and ensured that they would be safe in the event of flood.  

 

Figure 15: Map of flood risk zone 

 

The various phases of analysis carried out have given an in-depth understanding of the areas that are 

vulnerable to flood within Abeokuta metropolis and the factor that has played the major role in 

predisposing the city to deluge. This insight pre-empts the recommendations of the study on how 

flood could be effectively controlled and managed. The key findings are documented in the 

conclusion. 

 

4.0. Conclusion  

 

Weighted linear combination procedures using remote sensing and Geospatial techniques was reliable 

in the determination of areas vulnerable to flooding across Abeokuta region. The city is less 

vulnerable with regards rainfall intensity, but the soil in most part of the city Ferric Luvisol; which are 

poorly drained and as such by soil type almost the entire metropolis is susceptible to flooding. The 

city relief also show a lot of inland valleys and high drainage density both factors influences flooding. 

Another predisposing factor is the compact nature of the settlement pattern; the city is compact and 

most building roofs and concreted premises contribute to the volume of run offs. Most importantly, 

several buildings are sited within the inland valleys. The overall result of the analysis shows that the 

flood plains and inland valleys are the most vulnerable to flooding and next to it is the large portion of 

the landscape surrounding the flood plains. Although no area upland is in the red zone but almost half 

of the metropolis are still highly vulnerable to flood events especially along streams and rivulets 

within the townships. The study identified topography and land use as key factors contributing to 
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flooding within Abeokuta metropolis. Obstructions of natural drainage channels by buildings can 

aggravate disasters from flash flood events. 
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ABSTRACT 
 

Several health risks have been linked to exposure to environmental toxicants in food consume by 

man. This study aimed to determine the level of environmental toxicants in goats tended by rural 

farmers. Fur and blood samples were carefully collected from sixteen (16) goats in open range 

husbandry (ex situ) at four sites in Amawzari, Imo State, Nigeria. The samples were digested and 

analyzed separately to determine the concentrations of some environmental toxicants (heavy 

metals). The concentrations of Pb, Cr, Cd and Ni in blood were 0.01 to 0.05, 0.01 to 0.07, 0.00 to 

0.01 and 0.05 to 0.12 mg/kg, while their concentration in fur were 0.02 to 0.03, 0.001 to 0.006, 

0.00 to 0.00, and 0.04 to 0.05 mg/kg, respectively. Pearson correlation analysis show very strong 

positive relationship between Pb in blood and Pb in fur (r = 0.855, p < 0.01) and Ni in blood and 

Ni in fur (r = 0.811, p < 0.01). The order of abundance of the four heavy metals tested in goat fur 

and blood is Ni > Cr > Pb > Cd. Based on our findings, the concentrations of heavy metals in 

blood were higher than its corresponding values in fur. Thus, consumption of meat processed from 

these metal-contaminated goats and utilization of their blood to manufacture blood meal for pigs 

and poultry birds will result to bio-magnification of heavy metals in man and animals. Therefore, 

we recommend that rural farmers should be enlightened on health challenges associated with in 

situ form of animal husbandry. 

 

Keywords: Environmental toxicants, Blood, fur, West African dwarf goats, Amawzari 

 
1.0. Introduction 

 

The West African Dwarf (WAD) goat is the commonest and most important indigenous goat breed in 

the 18 countries of West and Central Africa (ILCA, 1987) but Nigeria hosts the largest WAD goat 

population with approximately 11 million in the humid zone of Eastern Nigeria (Chiejina and Behnke, 

2011). It is estimated that at least 90% of these animals are owned by small-holder rural goat keepers, 

for whom goats represent an important asset (Jabbar, 1998). Goats provide their owners with a broad 

range of products and socio-economic services such as cash income (meat), security (milk), gifts 

(skin), and manure for crops (Chiejina and Behnke, 2011). Goats account for about 30% of Africa's 

ruminant livestock and produce about 17% and 12% of its meat and milk, respectively (Wilson, 

2011). Goat is an excellent source of meat called chevron (that is meat from adult goat) which is 

composed mainly of proteins, fat and some important essential elements and is necessary for growth 

and maintenance of good health. The protein in goat meat is higher than most of other meats and the 

fat content is lower than beef or pork (FAO/WHO, 1985). 

  

Goats not only play a vital role in ensuring food security of a household (often being the only asset 

possessed by a poor household), but when needed and in time of trouble (e.g. crop failure or family 

illness, school fees), goats may be sold to provide an important source of cash (Peacock, 2005). Any 

intervention aiming to improve goat productivity will therefore have an immediate socio-economic 

impact on rural communities, especially the poorest of these for whom goats represent the only 

livestock they can afford to raise (Chiejina and Behnke, 2011). For about a decade now, factors such 

as increase in human population, construction of more buildings to ameliorate the challenges of 
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The study was carried out at Amawzari in Isiala Mbano Local Government Area of Imo State, Nigeria 

(Figures 1 and 2). The headquarters of Isiala Mbano LGA is Umuelemai, and it lies between latitude 

5.71°N and longitude 7.18°E on the equator. It is located in the tropical rainforest zone of Nigeria 

(Keay, 1959). According to the National Population Commission (NPC, 2006) of Nigeria, Isiala 

Mbano had a population of 198,736.  

accommodation, decline in soil fertility among others have resulted to serious short fallow period in 

South east Nigeria. The cut-and-carry fodder/foliage, which are important ingredients in the 

husbandry of goats in rural areas is taking tolls on the rural farmers because they spend quantum of 

time walking distances to collect forage or grasses for their goats that are domesticated in their 

various homes. This invariably affects other activities embarked by the farmers such as farming, 

selling of farm products at the market, fetching of water from streams, collection of fuel wood, 

preparation of food and time spent with their families. Consequently, most livestock farmers resulted 

to moving their goats to various locations where there are grasses and forage plants. This, however, 

may expose the domestic animals to the deposition of contaminants on their furs. 

  

The environment is exposed to continuous contamination due to human activities such as industrial 

production, agricultural processes, mineral exploitation, food processing, commercial, social, and 

domestic activities (Ogbonna et al., 2018). These anthropogenic activities release potential toxic 

element such as heavy metals into the aquatic and terrestrial ecosystems. For instance, waste water 

runoff from industries/factories enters fallow/pasture lands as a result of lack of proper drainage 

system. Indiscriminate discharge of untreated industrial waste water enhances the concentrations of 

heavy metals in the environment. Particulate matter such as dust and vehicular exhaust smoke 

contains relative amount of heavy metals that might settle on grasses and fodder plants consume by 

livestock, thus, contaminating and bio-accumulating in the organs, tissues, and hair/furs of the 

livestock. Hairs contain sulfhydryl group that can bind toxic element for a long period of time 

resulting to forgetfulness, nerve damage, lung embolism and bronchitis due to manganese poisoning 

(Santamaria, 2008). Zinc, lead, aluminum and copper poisoning are implicated for gastrointestinal 

disorder, ataxia, vomiting, convulsion and paralysis (McCluggage, 1991). 

  

Owing to close association and common environment shared with humans, domestic goats are 

exposed to similar pollutants and have been suggested as sentinels for biohazards from pollutants 

(Swarup et al., 2000; Berny et al., 1995). Since furs of domestic goats may accumulate trace elements 

or heavy metals for a longer period of time and are known to be metabolically inert, it (furs) will serve 

as an important indicator to determining the level of environmental exposure of goats to heavy metal. 

Hair tissues analysis has been found to be an excellent tool for monitoring general health and 

nutritional status for both animals and human (Manson and Zlotkin, 1985; Bhattacharya et al., 2004).  

 

Literature search showed that there is paucity of research carried out on the concentration of heavy 

metals in goats over the world. These studies are: heavy metals in selected tissues and organs of 

slaughtered goats from Akinyele Central Abattoir, Ibadan, Nigeria (Oladipo and Okareh, 2015), heavy 

metals and trace elements in the livers and kidneys of slaughtered cattle, sheep and goats from West 

of Iran (Bazargani-Gilani et al., 2016), survey of trace elements and some heavy metals in goats in 

Zaria and its environs, Kaduna State (Omoniwa et al., 2017). Furthermore, assessment of heavy 

metals in the blood and some selected entrails of cows, goat and pigs slaughtered at Wurukun abattoir, 

Makurdi, Nigeria (Ubwa et al., 2017), concentration of some heavy metals in the hair, kidney and 

liver of cattle and goats in the oil and non-oil producing areas of Ondo State, Nigeria (Egigba et al., 

2018), assessment of heavy metals contents in goat and sheep organs from Ashaka Cements, Gombe 

State, Nigeria (Chadi and Abdulhameed, 2018) but none of these studies determined the 

concentrations of potential toxic element in fur and blood in WAD goats. This study, therefore, is 

aimed to determine the concentrations of heavy metals in fur and blood of WAD goats at open range 

husbandry (ex situ) in Amawzari Mbano in Imo State, Nigeria. The results of this study will provide 

baseline information on the level of heavy metals contamination in the WAD goats and possible 

health hazards associated with consumption of such meat in the area. 

 

2.0. Methodology 

 

2.1. Study area 
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Figure 1: Map of Imo State showing Isiala Mbano LGA 

 

 
Figure 2: Map of Isiala Mbano showing Amawzari 

 

It is bounded on the north by Onuimo Local Government Area and some parts of Nwangele Local 

Government Area, on the east by Isu and some parts of Nwangele Local Government Areas, on the 
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south by Ehime Mbano, Ahiazu Mbaise and Ikeduru Local Government Areas, while it has boundary 

on the west with Ihite Uboma and Obowo Local Government areas. It experience two distinct seasons 

viz the wet and dry seasons. The dry season begins in November and ends in March while the wet 

season commence in April and ends in October with peak in July and September. Though, there may 

be relative break in August, the average annual rainfall is between 1800mm and 2280mm (Warris, 

2013). Over the course of the year, the temperature typically varies from 66°F to 87°F and is rarely 

below 59°F or above 90°F (https://weatherspark.com/y/54991/Average-Weather-in-Umuelemai-

Nigeria-Year-Round). The local populace practice subsistence farming that include rearing of 

domestic livestock especially goats, cultivation of crops such as cassava, maize, yam, cocoyam, 

plantain, fluted pumpkin, okra, pepper, oil palm trees and fruit trees like Dacryodes edulis, Treculia 

africana, Carica papaya among others (Field visit). 

 

2.2. Sample collection 

Prior to sample collection, reconnaissance survey was carried out to determine the various locations 

where the farmers tied their goats every morning for preceding three (3) years for foraging. In 

Amauzari, domestic goats are usually brought out and tied to pole-like stalks to feed in the morning 

and are taken home in the evenings. 

  

2.3. Collection, digestion and analysis of blood sample 

Four (4) locations were used for the study and four goats were selected from each location for sample 

collection. Fresh blood samples were collected separately from each goat at each location via vein 

puncture using sterilized syringes. The blood sample from each goat was collected in 25 mL clean 

sterilized metal-free plastic bottles with gentle handling to prevent hemolysis (Ubwa et al., 2017). The 

sample was placed in icebox and transported to the laboratory. In order to prevent platelet 

disintegration, it was kept frozen at 4°C in the freezer until the time for pre-treatment and analysis of 

heavy metals. Samples from each location was thoroughly mixed and homogenized. Sub sample was 

taken from each homogenized samples for digestion. The wet digestion method of FAO (1990), 

Licata et al. (2004) and Ubwa et al. (2017) was adopted with minor modification. About 0.5 mL of 

the blood sample from each location was predigested with 10 mL 1:1 concentrated HNO3 and HCLO4 

acids on a hot plate at 120°C until the liquor had finished undergoing oxidation. Then 5 mL H2O2 was 

added and temperature was maintained at 120°C for an hour and 30 minutes until the liquor got 

completely digested and showed a clear colour. The product of the digestion was allowed to slowly 

evaporate to near dryness and the digests (blood) was cooled and filtered through Whatman (No. 42) 

filter paper into 100 mL volumetric flask and made up to the mark with deionized water. Thereafter, 

determination of the amount of each heavy metal (Pb, Cd, Ni, and Cr) was carried out using Perkin-

Elmer analyst 300 Atomic Absorption Spectrophotometer (AAS). The control samples were collected 

from goat reared indoors (in situ i.e. that are fed and restricted within a hut). 

 

2.4. Collection, digestion and analysis of hair 

About 1.5 g hair were collected randomly and separately from different body parts (neck, tail, belly 

and back) of four (4) goats at each location using well cleaned stainless steel scissors and stored 

separately in well cleaned zip locks, labeled well and well-sealed, stored in a wooden box to avoid 

cross contamination from external sources and taken to the laboratory for pre-treatment and analysis. 

Hairs of goats from each location were bulked together and homogenized. The hair samples were 

washed briefly with acetone, deionized water, then again with acetone and oven dried at 105°C for 4 

hours. Then 1 g of the hair was manually cut to small, homogenized pieces and treated with 10 ml of 

HNO3, HClO4 and H2SO4 acid mixture in a ratio of 8:1:1, which was heated to near dryness. The 

product of the digestion was allowed to slowly evaporate to near dryness. At the end of complete 

digestion, the digest (hair) was cooled and filtered (Ubwa et al., 2017) through Whatman (No. 42) 

filter paper into 100 ml volumetric flask and made up to mark with distilled water. The control 

samples were collected from goat reared indoors (i.e. that are fed and restricted within a hut). 

 

2.5. Quality assurance and quality control 

For quality assurance and control measures, high purity reagents of analytical grades were obtained 

from British Drug Houses (BDH) Chemicals Ltd., UK. All plastic and glass containers were cleaned 

by soaking in dilute HNO3, rinsed in distilled water six times, rinsed in deionized water three times, 
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oven dried (but for zip locks that were air dried) and cool before use. Reagent blanks and a series of 

standard solutions of 0.5, 1.0, 2.0, 5.0, 10.0 and 100 mg/l were prepared from the stock standard 

solution of each test heavy metal by diluting known volumes of the stock solution in 100 ml 

volumetric flasks using distilled water. The elements that were determined at their various 

wavelengths were Cr = 283.5, Ni = 221.6, Cu = 766.5, Pb = 220.3, Zn = 213.9, Cd = 228.8, Fe = 510 

and Mn = 279.5 nm. 

 

2.6. Experimental design and statistical analysis 

A total of sixteen (16) goats were sampled from four (4) different locations in Amauzari (i.e. 4 from 

each location). The location serves as a block while the four goats from each location are the 

replicates. The experiment was carried out as a simple factorial in Randomized Complete Block 

Design (RCBD). The data generated from laboratory analysis were subjected to one-way analysis of 

variance (ANOVA) using Statistical Package for Social Sciences (SPSS), and means were separated 

with Duncan New Multiple Range Test, DNMRT (Steel and Torrie, 1980).  

 

3.0. Results and Discussion 

 

3.1. Concentration of environmental contaminants in blood and fur 

The concentrations of environmental contaminants such as heavy metals assessed in the blood of 

goats are summarized in Table 1. The results indicate that highest and lowest concentrations of the 

metals were observed in goats at ex situ and in situ (control) sites, respectively. The concentration of 

Pb were statistically the same at Site 1 (0.05±0.01 mg/kg), Site 2 (0.04±0.01 mg/kg), Site 3 

(0.05±0.01 mg/kg) and Site 4 (0.04±0.01 mg/kg) but the values are significantly (p < 0.05) higher 

than the control (0.01±0.00 mg/kg). The high concentration of Pb in goat blood at Sites 1, 2, 3 and 4 

may be attributed to high deposition of contaminants (Pb, Cd, Cr and Ni) on grasses and fodders at 

these locations and subsequent consumption, digestion and assimilation of metals into their blood 

stream. Studies have shown that grasses, fodders and roughages grown in agricultural sites, industrial 

areas, and sewer water irrigation fields contain heavy metals (Mora et al., 2000; Dietz et al., 2001; 

Rozso et al., 2003). The place of animal rearing, dietary habits and exposure time are important 

factors in heavy metal contamination of livestock (Sabir et al., 2003). Inhalation is one of the major 

entries of heavy metals (Järup, 2003), thus, inhalation is another route of entry of metals into the body 

of goats in ex situ. 

  

The values of Pb in the blood increased from 0.01 to 0.05 mg/kg which is lower than 0.068±0.0227 

mg/l in goat blood at Turkey (Yazar et al., 2006), 0.56 mg/l in goat blood at Shagamu, Ogun State 

(Oluokun et al., 2007), 0.259±0.470 mg/l in goat blood at Kaduna State (Omoniwa et al., 2017), 

5.0867±2.9326 to 7.755±7.4943 mg/kg in goat blood at Zamfara State (Orisakwe et al., 2017), 

0.411±0.021 mg/kg in sheep blood in China (Shen et al., 2019) and 0.31±0.03 mg/kg in human blood 

at China (Shen et al., 2019). Pb has no positive biological function in the growth and development of 

man. Lead (Pb) is known to alter the hematological system by inhibiting the activities of several 

enzymes involved in heme-biosynthesis (Okiei et al., 2009). Exposure to Pb is considered to be 

detrimental and associated with behavioral abnormalities, hearing deficits, neuromuscular weakness, 

and impaired cognitive functions in humans and experimental animals (Flora et al., 2012; Assi et al., 

2016). Acute and chronic lead poisoning contributes in vascular and cardiac damage as well as 

possible fatal consequences such as cardiovascular illnesses and hypertension (Navas-Acien et al., 

2007). 

 

The highest concentration of Cr in blood was recorded in goats at Site 1 and the value is significantly 

(p < 0.05) higher than values of Cr obtained in goat blood at Site 2 (0.02±0.01 mg/kg), site 3 

(0.02±0.01 mg/kg), site 4 (0.01±0.00 mg/kg), and the control (0.00±0.00 mg/kg). The source of Cr in 

goat blood may be attributed consumption of fodders, grasses and water contaminated by Cr. Indeed, 

Imo State is an oil producing State and share boundaries with Rivers State, hence, gas flaring and 

other industrial activities in Rivers State may result to atmospheric deposition of metals on soil, 

grasses and water at the study site and subsequent uptake by the goats. The values of Cr in goat blood 

increased from 0.01 to 0.07 mg/kg which is lower than 0.009 to 0.092 mg/l (Pechova and Pavlata, 

2007), 2.7683±0.5477 to 2.9219±1.1640 mg/kg (Orisakwe et al., 2017), 0.18 mg/l (Ubwa et al., 

2017), and 0.072±0.064 mg/l (Omoniwa et al., 2017). Chromium cause ulceration and perforation of 
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the nasal system (Shekhawat et al., 2015), acute tubular necrosis, vomiting, abdominal pain, kidney 

failure and even death (Beaumont et al., 2008). Human liver, kidney, spleen and bone have more 

concentration of Cr in comparison to other organs (NTP, 2008). 

 

Table 1: Heavy metals on blood of domestic goat 
Samples  Pb Cr Cd Ni 

Site 1 0.05a ± 0.01 0.07a ± 0.02 0.00b ± 0.00 0.10a ± 0.01 

Site 2 0.04a ± 0.01 0.02b ± 0.01 0.00b ± 0.00 0.10a ± 0.02 

Site 3 0.05a ± 0.01 0.02bc ± 0.00 0.00b ± 0.00 0.10a ± 0.01 

Site 4 0.04a ± 0.01 0.01bc ± 0.00 0.01a ± 0.00 0.12a ± 0.01 

Control 0.01b ± 0.00 0.00c ± 0.00 0.00b ± 0.00 0.05b ± 0.01 

Values are mean ± standard deviation of 3 replicates 
abc Means in a column with different superscripts are significantly different (P<0.05) 

 

The highest concentration of Cd in goat blood was obtained in goats at Site 4 (0.01±0.00 mg/kg) and 

the value is significantly (p < 0.05) higher than values obtained at Site 1 (0.00±0.00 mg/kg), Site 2 

(0.00±0.00 mg/kg), Site 3 (0.00±0.00 mg/kg) and control (0.00±0.00 mg/kg). The values of Cd in goat 

blood increased from 0.00 to 0.01 mg/kg which is lower than 0.2433±0.1589 to 0.2835±0.1446 mg/kg 

(Orisakwe et al., 2017), 0.03 mg/l (Jubril et al., 2017) and 0.021 mg/l (Skalicka et al., 2002) but 

higher than 0.002 mg/l in goat blood (Or et al., 2005) and 0.006±0.004 mg/l in goat blood (Omoniwa 

et al., 2017). Cadmium is of no biological importance to human/animal growth and development. 

Cadmium causes reductions in both intestinal zinc absorption and hepatic zinc reserves in cattle, 

respectively, as a result of competition for the cation-binding sites of metallothionein (Orisakwe et al., 

2017). Exposure to cadmium also affect the function of the nervous system (Vaziri, 2008; Lee et al., 

2018), with symptoms including headache and vertigo, olfactory dysfunction, Parkinsonian-like 

symptoms, slowing of vasomotor functioning, peripheral neuropathy, decreased equilibrium, 

decreased ability to concentrate, and learning disabilities (Abdullahi, 2013). The risk of livestock 

getting contaminated with heavy metals is a subject of great concern for both food safety and human 

health because of the toxic nature of metals at relatively minute concentrations (Santhi et al., 2008). 

  

The concentrations of Ni in goat blood were statistically (p > 0.05) the same in goats sampled from 

site 1 (0.10±0.01 mg/kg), Site 2 (0.10±0.02 mg/kg), Site 3 (0.10±0.01 mg/kg) and Site 4 (0.12±0.01 

mg/kg) but the values are significantly (p < 0.05) higher than the value of Ni at the control (0.05±0.01 

mg/kg). The values of Ni increased from 0.05 to 0.12 mg/kg which is lower than 0.25 mg/l in goat 

blood (Yazar et al., 2006) and 1.7869±1.6479 to 3.9583±3.0875 mg/kg in goat blood (Orisakwe et al., 

2017) but higher than 0.03 mg/l (Miranda et al., 2005) and 0.05 mg/l (Bernard, 2008). Nickel (Ni) is 

needed at trace level for normal functioning of the goats. In animals, its deficiency result in depress 

growth, alterations in carbohydrate and lipid metabolism, delay gestation period, fewer offspring, 

anaemia, skin eruptions, reduce haemoglobin and hematocrit values, hematopoiesis and alterations in 

the content of iron, copper, and zinc in liver and reduce activity of several enzymes like hydrogenases, 

transaminases and α-amylase (Alexandrovn et al., 2006; Samal and Mishra, 2011). Notwithstanding 

this, the lung has been identified as the critical target of nickel toxicity. Nickel substitution for other 

essential elements may contribute to the adverse health effects of nickel (Al-Ghafari, 2019). The 

replacement of nickel for magnesium leads to a 40-fold increase in the formation of C3b, Bb enzyme, 

which amplifies activation of the complement pathway (Orisakwe et al., 2017). The order of 

abundance of the four heavy metals tested in goat blood in this study is as follows: Ni > Cr > Pb > Cd.  

 

The concentrations of heavy metals on fur of goat are presented in Table 2. The results indicate higher 

concentrations of metals on goats fur at ex situ than that of in situ. The highest concentration of Pb 

(0.03±0.01 mg/kg) on goat fur was obtained at Site 1 and the value is significantly (p < 0.05) higher 

than values of Pb on goat fur at Site 2 (0.02±0.00 mg/kg), Site 3 (0.02±0.00 mg/kg), Site 4 (0.02±0.00 

mg/kg) and control (0.00±0.00 mg/kg). The high value of Pb in goat fur at Site 1 may be as a result of 

high atmospheric deposition of contaminant (metals) on soil at Site 1 than other sites. The exposure of 

domestic goats via body contact with (contaminated) soil can be an important route of heavy metal 

entry (Sabir et al., 2003). The concentration of Pb in goat fur increased from 0.02 to 0.03 mg/kg 

which is lower than 3.76±0.21 reported in sheep wool at China (Shen et al., 2019), 0.543±0.062 to 

0.649±0.048 mg/kg in fox hair at Poland (Filistowicz et al., 2012) and 2.71±0.33 mg/kg in human hair 

at China (Shen et al., 2019) but higher than 0.35±0.09 to 12.0±0.97 µg/g in goat at Egypt (Rasheed 

and Soltan, 2005). 
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The concentration of Cr in goat fur was highest in goats sampled at Site 4 (0.006±0.002 mg/kg) and 

the value is statistically the same (p > 0.05) with the concentrations of Pb in goat fur at Site 1 but 

significantly (p < 0.05) higher than values of Cr in goat fur at Site 2 (0.001±0.001 mg/kg), Site 3 

(0.001±0.001 mg/kg) and control (0.001±0.001 mg/kg). The concentration of Cr in goat fur increased 

from 0.001 to 0.006 mg/kg which is relatively higher than 0.04 mg/l reported by Ubwa et al. (2017). 

The concentration of Cd in goat fur are statistically equal (p > 0.05) for all the sites (0.00±0.00 

mg/kg). The values indicated that the level of Cd at the various sites were very low (Tables 1 and 2).  

The concentration of Cd on goat fur in this study is lower than 2.28±0.13 mg/kg in sheep wool at 

Egypt (Shen et al., 2019) and 1.88±0.12 in human hair at China (Shen et al., 2019).  

 

Table 2: Heavy metals on fur of domestic goat 
Samples  Pb Cr Cd Ni 

Site 1 0.03a ± 0.01 0.004ab ± 0.004 0.00a ± 0.00 0.04ab ± 0.01 

Site 2 0.02b ± 0.00 0.001b ± 0.001 0.00a ± 0.00 0.05a ± 0.03 

Site 3 0.02b ± 0.00 0.001b ± 0.001 0.00a ± 0.00 0.05a ± 0.02 

Site 4 0.02b ± 0.00 0.006a ± 0.002 0.00a ± 0.00 0.05a ± 0.01 

Control 0.00c ± 0.00 0.001b ± 0.001 0.00a ± 0.00 0.02b ± 0.00 

Values are mean ± standard deviation of 3 replicates 
abc Means in a column with different superscripts are significantly different (P<0.05) 

 

The concentration of Ni in goat fur was highest in goats sampled from Site 2 (0.05±0.03 mg/kg), Site 

3 (0.05±0.02 mg/kg), Site 4 (0.05±0.01 mg/kg) and Site 1 (0.04±0.01 mg/kg) but the values are 

significantly (p < 0.05) higher than the value observed at the control (0.02±0.00 mg/kg). The 

concentration of Ni in this study is lower than 0.410±0.264 to 0.560±0.362 mg/kg in fox hair in 

Poland (Filistowicz et al., 2012) but higher than 0.71±0.21 to 2.11±0.98 µg/g in goat hair at Egypt 

(Rasheed and Soltan, 2005). The order of abundance of the four (4) heavy metals tested in this study 

that may be causing contamination of fur on goats reared ex situ are as follows: Ni > Cr > Pb > Cd. 

  

Comparatively, the values of heavy metals tested in this study were higher in blood than on fur of the 

goats at various sites. For instance, the concentrations of Pb, Cr, Cd and Ni were significantly (p < 

0.05) higher in the blood than on the fur of the goats (Figure 1 to 4). Consequently, the use of such 

contaminated blood for formation of blood meal for chicken will lead to bio-magnification of these 

metals vis-à-vis serious health risk to man. Similarly, the consumption of metal-contaminated goat 

meat will be a route of entry of heavy metals in human alimentary system. The contribution of 

livestock to food supplies in developing countries is increasing at a higher rate than that of cereals 

(FAO, 1994).  

 
Figure 1: Mean concentration of Pb in blood and fur 
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Figure 2: Mean concentration of Cr in blood and fur 

 

 
Figure 3: Mean concentration of Cd in blood and fur 

 

 
Figure 4: Mean concentration of Ni in blood and fur 
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3.2. Pearson correlation coefficient of heavy metals in goat blood and fur 

The result of the Pearson correlation analysis of heavy metals in goat blood and fur is summarized in 

Table 3. The result show very strong positive relationship between heavy metals in blood and fur. For 

instance, very strong positive relationship exists between Pb in blood and Pb in fur (r = 0.855, p < 

0.01) and Ni in blood and Ni in fur (r = 0.811, p < 0.01) which suggest that increase in Pb and Ni in 

blood might have resulted to their (Pb and Ni) increase in goat fur. Strong positive relationship exist 

between Pb in blood and Ni in fur (r = 0.585, p < 0.05). Positive relationship exist between Cr in 

blood and Cr in fur (r = 0.336) and Cd in blood and Cd in fur (r = 0.017). However, there were very 

strong positive relationship between Cr in blood with Pb in fur (r = 0.685, p < 0.01), Ni in blood with 

Pb in fur (r = 0.651, p < 0.01) and Cd in blood with Cr in fur (r = 0.756, p < 0.01) while negative 

relationship occurred between Cr in blood with Cd in fur (r = -0.017), Cr in fur with Cd in fur (r = -

0.175) and Cd in fur with Ni in fur (r = -0.145). 

 

Table 3: Correlation between heavy metals in blood and fur 
  Pb (blood) Cr (blood) Cd (blood) Ni (blood) Pb (fur) Cr (fur) Cd (fur) Ni (fur) 

Pb (blood) 1               

Cr (blood) 0.476 1             

Cd (blood) 0.155 -0.017 1           

Ni (blood) 0.741** 0.226 0.480 1         

Pb (fur) 0.855** 0.685** 0.066 0.651** 1       

Cr (fur) 0.167 0.336 0.756** 0.439 0.188 1     

Cd (fur) 0.354 0.455 0.017 0.044 0.504 -0.175 1   

Ni (fur) 0.585* 0.000 0.200 0.811** 0.413 0.150 -0.145 1 

* Correlation is significant at 5% (P<0.05) 

** Correlation is significant at 1% (P<0.01) 
 

4.0 Conclusion 

 

The results of the bio-monitoring survey showed that environmental contaminants such as heavy 

metals contaminated the blood and fur of goats that were fed ex situ than that of in situ. The order of 

abundance of heavy metals in blood is: Ni > Cr > Pb > Cd while that of fur is also Ni > Cr > Pb > Cd. 

The values of highest concentration of heavy metals (Cr, Cd, and Pb) occurred at Sites 1 and 4. The 

level of Pb and Cd in goat blood is a serious concern to man and animals’ health. Continuous 

consumption of the goats raised ex situ in Amauzari will likely have adverse effects on the people of 

Mbano Local Government Area. Thus, we recommend periodic monitoring of environmental 

contaminants in Amauzari since the goats are being sold to hoteliers, used for preparation of stew and 

sauce during occasions such as chieftaincy titles, child dedications, new yam festival and burial 

ceremony. Therefore, it is recommended that rural farmers should be informed about the 

consequences of raising goats ex situ. 
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ABSTRACT 
 

Time overrun of completed road projects awarded by the Niger Delta Development Commission 

(NDDC) in the Niger Delta Region of Nigeria from its inception in 2000 up to 2015 was studied. 

Out of 3315 roads awarded, only 1081 roads representing 31.65 percent were completed within the 

review period. The qualitative study was carried out on randomly selected completed 162 road 

projects for analysis, and a conceptual model of time series was developed. In developing the 

regression model, both dependent and independent variables were subjected to normality tests 

assessed by skewness coefficient, kurtosis value, Jarque-Bera test, residual probability plot, 

heteroscedasticity test and the variance inflation factor. Also, with knowledge of total road projects 

awarded by the Commission, it is now possible to predict proportions of roads experiencing 

schedule overruns. 
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1.0. Introduction 

 

Schedule control is the main key to a successful project (Pall et al., 2016). A construction project is 

acknowledged as successful when the aim of the project is achieved in terms of the predetermined 

objectives of the completed projects which include completing the projects on time, within budget and 

desired quality in accordance with the specifications, as well as to stakeholder’s satisfaction (Owolabi 

et al., 2014; Khan, 2015). Time overruns give negative impressions on the project and all the involved 

construction parties. Ramli et al. (2018) asserted that when this happens, the overall project 

performance will decrease and competency of involved workers and professionals will be doubtful. 

 

Delay is one of the numerous challenges of construction worldwide. The others include cost overrun, 

construction waste, poor safety, poor quality, excessive resource consumption and threat to 

environment (Memon et al., 2014). Although scientific and engineering tools have been applied to 

improve construction process, the complex nature of road construction projects still makes 

construction delays inevitable. 

 

 Fregenti and Cominios (2012) defined construction delay as time lag in completion of activities from 

its specified time in the contract but, Mohamad (2010) defined construction delay as an  act or event 

that extend the time to complete or perform an act under the contract. Pickavance (2010) refers to 

construction delay as something happening at a late time than planned, expected, specified in a 

contract or beyond the date the parties agreed upon for the delivery of a project, Kolhe and  Darade 

(2014) conceptualized delay to mean loss of revenue to the owner through lack of production facilities 

and rent-able space or a dependence on present facilities. While all above studies and many more 

theorize construction delay essentially in terms of time overruns that go beyond agreed date, Lo et al. 

(2006) however, introduced a different view of delay, in which the progress of work has not entirely 

stopped but has slowed down. The perception emphasises the slowing of progress, in contrast with the 

generally held view of postponement and stoppage of work. Another closely related concept of 

construction delay is construction disruption which Kikwasi (2012) defined as events that disturb the 
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construction programme and interferes with the flow of work in the project. Chai et al. (2015) also 

introduced the concept of sick projects defined as projects that results from delay with extensive 

critical delays, leading to abandonment. A simple pictorial illustration of the concept of construction 

delay as depicted by Chai et al. (2015) is shown in Figure 1.   

 

 
Figure 1: Philosophy of delay in the construction industry (Chai et al., 2015) 

 

The major challenges when prescribing solutions of handling delay problems in construction 

processes have been magnitude and size, availability of fund, environment, organisational structure, 

etc. One of such scientific process introduced by Fregenti and Cominios (2012) rests on the 

cumulative aggregation of the principles of STEEPOL, GRC and MEDIC in achieving a strategically 

planned project: 

 

STEEPOL   GRC      MEDIC 

S = Social   G = Governance, mandate, ethics  M = Maintain 

T =Technology   R = Risk     E = Eliminate 

E = Environmental  C = Compliance, standards, specifications D = Decrease 

E =Economic                  I = Increase 

P = Political               C = Create 

O = Organisation 

L = Legal 

 

Duerkop and Hurt (2017) also proposed a PESTLE (Political, Economic, Social, Technological, Legal 

and Environmental) model in assuring that critical infrastructure are delivered to time and cost. 

Fregenti and Comninos (2012) identified four variables as critical factorial determinants of a 

successful project as shown in Figure 2. 

 

 
Figure 2a: Success factors for project implementation 

Source: Fregenti and Cominios (2012) 

8 
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Figure 2b: Success factors for project implementation 

Data were collected on completed road projects awarded by NDDC in the Nine State making up the 

region. While a total of 340 completed road projects were studied only 162 of these projects were 

analysed for the following reasons: (i) many of the completed projects were not comprehensively 

documented (ii) states like Edo and Ondo have relatively small number of well documented 

completed projects of 10 and 6 respectively (iii) Cross River state has 20 well documented completed 

projects  and approximately this number of projects were taken for the other six states; (iv) only 

completed projects valued above two hundred million Naira (N200m) was considered for this study so 

that small and informal completed “road” projects like grading of roads, foot bridges, minor 

rehabilitation works, etc. were excluded. Table 1 below shows the distribution of completed road 

projects used for the studies. 

 

Source: Fregenti and Cominios (2012) 
 
In 2008, NDDC appointed ACCENTURE-Nigeria to carry out a Repositioning of the Commission. 
They were also to assist in building the Project Management Capacity of the Commission and assure 
timely delivery of high impact infrastructural projects. However, road projects awarded by the 
Commission afterwards still suffer from abandonment and time overrun. 
 
As at 2016, NDDC had a total project portfolio of above 8,355 with roads/bridges projects accounting 
for over 3,300 (Ekere, 2017), and only about 30 percent of these roads projects are completed. There 
is also the perception that schedule overrun experienced on road projects awarded by NDDC results in 
expensive litigations. Omatsuli (2014) posited that the Commission as at 2014 had about 400 Legal 
cases instituted against it by aggrieved stakeholder in nine states of the Niger Delta Region with huge 
financial repercussion on the Commission. 
 
2.0. Methodology 
 
Physical visits to project sites and desk-top project file assessment were conducted on some 
completed road projects awarded by NDDC. Time-lag data of 162 data sets were analysed to   enable 
the conduct of time-series and, the development of a regression model. 
 
2.1. Data collection 
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Table 1: Completed road projects awarded by NDDC in the Niger Delta Region of Nigeria 
S/N State Completed road 

projects 

Completed road projects with 

complete documentation 

Selected data sets 

1 Abia 73 33 21 

2 Akwa-Ibom 109 42 21 

3 Bayelsa 78 34 21 

4 Cross River 46 20 20 

5 Delta 219 51 21 

6 Edo 46 10 10 

7 Imo 96 40 21 

8 Ondo 28 6 6 

9 Rivers 374 104 21 

10 Regional 12 - - 

11 Total 1081 340 162 

 

3.0. Results and Discussion 

 

3.1. Time overrun 

Tables 2 and 3 show results of qualitative studies of some completed road projects awarded by 

NDDC. Table 2 show the numerical time-lag in weeks and Table 3 show the percentage time-lag in 

weeks.  

 

Table 2: Grouping of time overrun of completed NDDC roads (above N200 million Naira) 
State Time lag (weeks) 

0 Less 

than 26 

27-52 53-104 105-156 157-208 209-260 261-312 Above 

312 

Projects 

Abia 5 2 4 6 3 0 0 0 1 21 

Akwa-

Ibom 

8 4 1 2 2 0 1 1 2 21 

Bayelsa 4 3 6 2 5 1 0 0 0 21 

Cross 

River 

5 3 3 3 4 2 0 0 0 20 

Delta 5 5 2 4 4 0 0 0 1 21 

Edo 2 1 3 2 0 2 0 0 0 10 

Imo 10 0 3 4 3 1 0 0 0 21 

Ondo 0 1 1 2 1 0 0 1 0 6 

Rivers 8 2 1 5 4 0 0 1 0 21 

Total 47 21 24 30 26 6 1 3 4 162 

 

Table 3: Percentage of groups of time overrun of completed roads (above N200 million Naira) 
State                                                                Time lag (%)  

0 % Less than 

26% 

27-

52% 

53-

104% 

105-

156% 

157-

208% 

209-

260% 

261-

312% 

Above 

312% 

Projects  

Abia 23.80 9.52 19.05 28.57 14.29 0 0 0 4.76 21 

Akwa-

Ibom 

38.10 19.05 4.76 9.52 9.52 0 4.76 4.76 9.52 21 

Bayelsa 19.05 14.29 28.57 9.52 23.81 4.76 0 0 0 21 

Cross 

River 

25.00 15.00 15.00 15.00 20.00 10.00 0 0 0 20 

Delta 23.81 23.81 9.52 19.05 19.05 0 0 0 4.76 21 

Edo 20.00 10.00 30.00 20.00 0 20.00 0 0 0 10 

Imo 47.62 0 14.29 19.05 14.29 4.76 0 0 0 21 

Ondo 0 16.67 16.67 33.33 16.67 0 0 16.67 0 6 

Rivers 38.10 9.52 4.76 23.81 19.05 0 0 4.76 0 21 

 

Summary result based on a total of 162 completed road project is presented in Table 4. 
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Table 4: Summary results of projects delayed/not delayed 
No. of projects selected 

states 

Delay Periods No. of projects delayed Percentage of projects delayed 

 

 

 

 

 

162 Awarded Projects 

No Delay 47 29.01 

Less than 26 weeks 21 12.96 

27-52 weeks 24 14.81 

53-104 weeks 31 19.14 

105-156 weeks 26 16.15 

157-208 weeks 6 3.72 

209-260 weeks 1 0.62 

261-312 weeks 3 1.85 

Above 312 weeks 4 2.47 

 

3.2. Regression analysis of time series 

One independent and nine dependent variables were employed for this analysis. The selected 

independent and dependent variables and their codes are presented in Table 5. 

 

Table 5: Independent and dependent variables of time lag data 
S/N Variables Abbreviation 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

0 

<26 

27-52 

53-104 

105-156 

157-208 

209-260 

261-312 

>312 

Total Projects 

X1 

X2 

X3 

X4 

X5 

X6 

X7 

X8 

X9 

Y 

 

To assess the dependence of the variables (X1, X2, X3, X4, X5, X6, X7, X8,  X9) on the independent 

variable (Y), regression analysis using the method of multiple regression was employed. An 

appropriate time series analysis of time overrun of completed NDDC roads is shown in Table 6. 

 

Table 6: Time series analysis of time overrun of completed NDDC roads 
States Y X1 X2 X3 X4 X5 X6 X7 X8 X9 

Abia 21 5 2 4 6 3 0 0 0 1 

Akwa-Ibom 21 8 4 1 2 2 0 1 1 2 

Bayelsa 21 4 3 6 2 5 1 0 0 0 

Cross River 20 5 3 3 3 4 2 0 0 0 

Delta 21 5 5 2 4 4 0 0 0 1 

Edo 10 2 1 3 2 0 2 0 0 0 

Imo 21 10 0 3 4 3 1 0 0 0 

Ondo 6 0 1 1 2 1 0 0 1 0 

Rivers 21 8 2 1 5 4 0 0 1 0 

Total 162 47 21 24 30 26 6 1 3 4 

 

3.3. Assessment of normality 

For regression analysis, it is expected that the individual variables (dependent and independent) be 

approximately normally distributed. To test whether the variables are statistically normally 

distributed, the Jarque-Bera test for normality was employed. Mathematically, the Jarque-Bera test is 

defined as follows: 

 

𝐽𝐵 = 𝑛 [
(√𝑏1)

2

6
+

(𝑏2 − 3)2

24
] (1) 

 

where: 

n sample size 

√b1  sample skewness and  
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b2  kurtosis coefficient 

 

The null hypothesis for the Jarque-Bera test is that the data is normally distributed while the alternate 

hypothesis is that the data does not come from a normal distribution. In which case; 

 

H0 = Data follows a normally distributed 

H1 = Data do not follow a normal distribution 

 

In general, a large JB value indicates that the residuals are not normally distributed. A value of JB 

greater than 10 means that the null hypothesis has been rejected at the 5% significance level. In other 

words, the data do not come from a normal distribution. JB value of between (0-10) indicates that data 

is normally distributed. For normality, the skewness coefficient should not be greater than 1 and the 

kurtosis should not be greater than 3.4. Also, the Jarque-Bera test value less than 10 and the (p-value) 

is greater than the 5% significant value are indicative that the null hypothesis should be accepted, 

whereby, it could be concluded that the data follows a normal distribution. Result of the normality test 

for the variable X and Y are shown in Table 7. 

 

Table 7: Results of normality test for variables X and Y 
S/No Variables Skewness 

Coefficient 

Kurtosis 

value 

Jarque-Bera 

Value 

p-value Normality Status 

1 X1 -0.113335 2.2385 0.2385 88.76% Normally distributed 

2 X2 0.223607 2.13000 0.358837 83.58% Normally distributed 

3 X3 0.736612 2.7893 0.830329 66.02% Normally distributed 

4 X4 0.576161 1.991481 0.886960 64.18% Normally distributed 

5 X5 -0.566391 2.216048 0.711665 70.06% Normally distributed 

6 X6 0.680414 1.83333 1.204861 54.75% Normally distributed 

7 X7 2.474874 7.125000 15.56836 0.04% Not Normally distributed 

8 X8 0.707107 1.50000 1.593750 45.07% Normally distributed 

9 X9 1.238006 3.170360 2.309870 31.51% Not Normally distributed 

10 Y -1.431427 3.2224 3.2224 21.31% Normally distributed 

 

3.4. Residual probability plot 

To ascertain the suitability of regression method in explaining the dependence of the selected 

dependent variables on the independent variable, the residual probability plot was employed. To apply 

regression model, the residual probability plot must fluctuate around the linear mean value as 

presented in Figure 2. 

 

 
Figure 2: Residual probability plot 
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Based on the result of Figure 2, it was concluded that multiple linear regression model is suitable for 

this analysis. In regression analysis of data, it is pertinent to note that standard error estimation and 

computation of t-statistics are appropriate in calculating the probability (p-value) by which the 

significance of the regression model is tested. In the presence of heteroscedasticity, it is assumed that 

the overall standard error of regression and the t-statistics computed for each variable may not be 

completely adequate to estimate the resulting probability (p-value) of regression. In addition, the 

presence of serial correlation can lead to a number of issues, namely; make reported standard error 

and t-statistics to be invalid, and coefficient may be biased, though not necessarily inconsistent. Based 

on this argument, selected diagnostic statistics were conducted to verify the statistical properties of the 

overall regression model. The selected diagnostic statistics include; heteroscedasticity test using 

Breusch-Pagan Godfrey, and Variance Inflation Factor (VIF). 

 

3.5. Heteroscedasticity test 

Heteroscedasticity is a diagnostic test statistics used to diagnose the adequacy of the probability (p-

value) calculated for each individual variable. Hence it is important to know whether there is or there 

is no heteroscedasticity in the data. The null and alternate hypothesis of heteroscedasticity was 

formulated as follows: 

 

H0 = Presence of homoscedasticity and absence of heteroscedasticity 

H1 = Absence of homoscedasticity and presence of heteroscedasticity 

 

Result of heteroscedasticity using Breusch-Pagan Godfrey is presented in Table 8. 

 

Table 8: Result of heteroscedasticity test 

 
 

From the result of Table 8 it was observed that; the calculated (p-value) based on the F-statistics is 

0.2782, and the calculated (p-value) based on Lagrange multiplier (LM) is 0.2653. Since the 

computed (p-value) based on F-statistics and Lagrange multiplier are greater than 0.05 (P > 0.05), we 

accept the null hypothesis of homoscedasticity and conclude that there is no heteroscedasticity in the 

data. 
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3.6. Variance Inflation Factor (VIF) 

Variance inflation factor (VIF) measures the correlation of the dependent variables with the 

independent variable. Ideal VIF is 1; VIF greater than 10 is cause for alarm showing the variables are 

uncorrelated due to multicollinearity. Result of the calculated VIF for the selected variables is 

presented in Table 9. 

 

Table 9: Calculated variance inflation factors 

 
 

Since the computed variance inflation factors for the selected dependent variables are less than 10, it 

was concluded that the variables are well correlated with the independent variable, hence absence of 

multicollinearity. Finally, the dependence of the selected dependent variables on the independent 

variable was evaluated using the coded multiple regression equation function presented as: 

 

(𝑌) = 𝐶{𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋8} 
        

Variable X7 and X9 were omitted since they are not normally distributed. The coded regression 

equation was implemented using Eviews and results obtained are presented in Table 10. 
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Table 10: Output of regression analysis 

 
  

From the result of Table 10, the following observations were made: since the adjusted R-square value 

of 0.983764 is in reasonable agreement with the observed coefficient of determination R
2
 value of 

0.997970, it was concluded that the regression model was reasonably adequate. Using the result of 

Table 10, the overall regression equation was thereafter generated and presented as follows: 

 

𝑌 = −1.1974 + 1.2279𝑋1 + 1.6160𝑋2 + 1.3607𝑋3 + 1.0206𝑋4 + 0.3419𝑋5 + 0.6651𝑋6

+ 1.6575𝑋8 
(2) 

 29.01% of the awarded projects were completely executed within the required duration 

without delay 

 12.96% of the projects experienced between 1-26 weeks’ delay before final completion 

 14.81% of the projects experienced between 27-52 weeks’ delay before final completion 

 19.14% of the projects experienced between 53-104 weeks’ delay before final completion 

 16.15% of the projects experienced between 105-156 weeks’ delay before final completion 

 3.72% of the projects experienced between 157-208 weeks’ delay before final completion 

 0.62% of the projects experienced between 209-260 weeks’ delay before final completion 

 1.85% of the projects experienced between 261-312 weeks’ delay before final completion 

 2.47% of the projects experienced above 312 weeks’ delay before final completion 

 A conceptual model of time series with Number of Awarded Projects as dependent variables 

(Y) and Lengths of Construction delay as the independent variable (X) was developed as: 

Y = -1.1974 + 1.2279X1 + 1.6160X2 + 1.3607X3 + 1.0206X4 + 0.3417X5 + 0.6651X6 

+ 1.6575X8 
 

Based on the findings, the following recommendations were made: 

 NDDC should evolve technologies to document and keep records of her project delivery 

portfolio. This will enable access to more reliable data for further studies.    

 The Commission should also deploy technologies to minimize construction delay on her road 

projects. 
 

 

4.0. Conclusion 

 

This study shows that NDDC’s completed road projects experiences time overrun as indicated below: 
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ABSTRACT 
 

This study was to assess the effect of fallowed and cultivated land-use systems on the abundance of 

soil macroinvertebrates assemblage. Collections of soil samples were carried out fortnightly twice 

a month for four months. The extraction of soil macroinvertebrates was carried out using Berlese-

Tullgren funnel extractor, and elutriation technique.  The mean values of 6.93+/-0.25 were 

recorded for pH, 32.08+/-0.52
o
C for temperature, 15.60+/-1.22 for moisture content, were 

recorded for fallowed soil, and 4.43+/-0.16 (pH), 30.95+/-0.19
o
C (temperature) were recorded for 

cultivated soil. A total of 17 soil macroinvertebrates species comprising of 11 orders, from four 

classes were encountered. Out of the 517 individual soil macroinvertebrates encountered, 327 

individuals representing four classes were present in the fallow land while 190 individuals 

representing three classes were present in the cultivated land. The most dominant species in terms 

of abundance in the fallowed land site included; Cryptotermes sp 67(20.49%) > Blatta sp 

56(17.12%) with Hogna sp 1(0.0.30%) the least; while Cryptotermes sp. 79(41.58%) >Lasius sp 

30(15.79%) > Lumbricus terrestris 21(11.05%) represents the dominant species in the cultivated 

soil with Paraponera sp 1(0.53%) the least. Soil temperature showed positive correlation with the 

abundance of Clitellata (r = 0.851; p < 0.05) and Insecta (r = 0.826; p < 0.05) and Soil pH 

showed positive correlation with the abundance of Diplopoda (r = 0.911; p ≤ 0.05). In conclusion, 

it could be deduced from the study that human activities in the cultivated site perturb soil 

macroinvertebrates community structure which is reflected in the relative abundance of soil 

macroinvertebrate from the two sampling sites. The results obtained in this study could be a piece 

of pointing information for the conservation and management of the soil macroinvertebrates giving 

their functions in balancing agroecosystems. 

 

Keywords: Macro-invertebrates, Fallow land, Cultivated land, Berlese-Tullgren funnel extractor 

 
1.0. Introduction 

 

The soil represents one of the most important reservoirs of biodiversity. It is a dynamic, complex, and 

highly heterogeneous ecosystem that allows the development of a large fragmented number of 

ecological habitats. It is home to all arrays of living organisms that perform important functions for 

the soil ecosystem according to their niche (Menta, 2012). The health of the soil ecosystem is 

therefore relative to its productivity and sustainability which depends on the changing state of its 

physico-chemical and biological properties (Somasundaram et al., 2013; Elias et al., 2019; Bufebo 

and Elias, 2020). 

   

According to Nanganoa et al. (2019), the physico-chemical and biological properties of soil 

ecosystems are continuously influenced by land uses. The nature of the soil structure, whether 
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The study was carried out at Uruk Osung Village in Obot Akara Local Government Area of Akwa 

Ibom State, South-South part of the country, Nigeria. Obot Akara Local Government Area lies 

between 5
0
16

ꞌ
0

''
 N and 7

0
36

ꞌ
0

''
 E. Uruk Osung is within the tropical rainforest belt characterized by a 

rainy and dry season - the rainy season lasting from late March to early November and the dry season 

from late November to early March. The forest in the area is of secondary forest mixed with oil palm 

trees (Elaeis guineensis), and short and tall trees. The vegetation found in this area included a wide 

variety of grasses, herbs, and shrubs, and trees. The topsoil is of the loamy type but some areas are 

characterized by clay and loamy. The people living in this community are predominantly farmers 

specializing in the cultivation of cassava (Manihot esculenta), yam (Oxalis tuberosa), water yam 

(Dioscorea alata), pumpkin leaves (Telfaira occidentalis), plantain (Musa paradisiaca), and Okra 

(Abelmoschus esculentus); while some are into craft making and few are civil servants. 

 

2.2. Sampling sites 

The two sampling sites were located along a foot track called Afang Akang with the co-ordinates of 

N5
0
12ꞌ46.3ꞌꞌ and E7

0
33

ꞌ
39.4

ꞌꞌ 
(Figure 1).  The fallowed land site is about 200m west of the direction 

from the cultivated land site.  The fallowed land site is an area covered with long and dense trees such 

as Guare sp, and climbers forming a nearly closed canopy and without apparent and reported human 

impacts for 4years (pers. comm.). The cultivated land site is also characterized by oil palm (Elaeis 

guineensis) trees of various densities of coverage, woody shrubs such as Chromolaena odorata (Siam 

weed), and various grass undergrowth. The cultivated land-use system has the presence of human 

activities; conventionally tilled with hoes, cropped with melon (Cucumismelo), cassava (Manihot 

esculenta), yam (Oxalis tuberosa), water yam (Dioscorea alata), pumpkin leaves (Telfaira 

occidentalis), waterleaf (Talinum triangulare), Okra (Abelmoschus esculentus) and maize (Zea mays). 

 

fallowed or cultivated can exert a strong influence on the diversity and abundance of soil 

macroinvertebrates in a (Barrios et al., 2002; Barrios et al., 2005; Moreira et al., 2008). A fallowed 

land system with its retaining features such as fallen logs and leaves litters provides habitats to many 

soil and litter-dependent arthropods. In addition, fallowed land with its stable and isolated features 

with little or no human disturbance over a given time often shows a high diversity and abundance of 

soil macro-invertebrates species composition (Lagerlöf et al., 2002; Rossi et al., 2010). Whereas, 

cultivated land, with the absence of soil surface litter and tree shadings, exposes these soil 

macroinvertebrates to an unfavourable conditions such as changes in soil temperature and pH, loss of 

moisture, and predation. This degraded soil condition could lead to a reduction in the soil 

macroinvertebrate diversity and abundance (Rossi et al., 2010). 

  

Macroinvertebrates fauna found in soil and soil litter is known to play a crucial role in soil processes 

such as nutrient cycling, organic matter decomposition, and improvement of soil physical attributes 

such as aggregation, porosity, and water infiltration (Dangerfield and Milner, 1996; Rossi and 

Blanchart, 2005; Mutema et al., 2013). There is scanty information on the effect of fallowed and 

cultivated land-use systems on the composition and abundance of soil macroinvertebrates assemblage 

in this part of Akwa Ibom state, herein this study to investigate the effect of fallowed and cultivated 

land-use systems on the composition and abundance of soil macroinvertebrate assemblage in the 

community. 

 

2.0. Methodology 

 

2.1. Study area 
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Figure 1: Map of Obot Akara LGA showing study area (Afang Akang) (Cartography Studio, 

Department of Geography and Natural Resources Management, University of Uyo, Uyo, Akwa Ibom 

State) 

 

2.3. Methods 

2.3.1 Physico-chemical parameters of soils 

The soil samples from fallowed and cultivated land systems were collected and placed in separate 

polythene bags and taken to the Department of Animal and Environmental Biology Laboratory, the 

University of Uyo for determination of soil moisture content according to the method described by 

Jamel (2017). Soil temperature and pH were determined in situ with the use of mercury in a glass 

thermometer and buffered electronic pH meter (Kent 7020) respectively. 

 

2.3.2. Collections of soil sample 

Collections of soil samples for the extraction of soil macroinvertebrates were carried out fortnightly 

twice a month, for four months intervals between May and August 2016. In each of the sampling sites 

(fallow and cultivated), three sampling macro-plots (A, B, and C) were measured out at 10m × 10m × 

10m apart from each other in a triangular transect. Each of the sample macro-plots was divided into 

two sampling micro-plots (A1, A2, B1, B2, C1, and C2). In each sampling micro-plots, a well-

measured and marked tin container (10cm × 10cm) was used in collecting the soil samples at depth of 

0-10cm (Battigelli and Marshall, 1993). The soil samples were placed into different polythene bags 

and labeled carefully to indicate; date of collection, sampling site, and micro-plot collected.  
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2.3.3. Laboratory analysis 

The soil samples were taken to the Entomological Laboratory unit of the Department of Animal and 

Environmental Biology University of Uyo, for analysis. The elutriation technique according to 

Alonso-Zarazaga and Domingo-Quero (2010) was adopted to extract soil macro-invertebrates from 

soil litters. The soil litters were places on a transparent tray with water inside, and with the help of 

forceps and soft-haired brush, soil macroinvertebrates that floated, were collected and preserved. 

Berlese – Tullgren Funnel method was also used for the extraction of the soil macroinvertebrates; 

where each of the soil samples were placed in a funnel (Hopkins, 2002) sealed with a mesh wire size 

of 1 mm and were allowed to stand under a lighting tungsten bulb of 100watts for 72 hours. The heat 

energy produced from the lighting bulb extracted the soil organisms through the open narrowed lobe 

of the funnel. These soil organisms were collected into conical flasks containing 70% ethyl alcohol. 

The collected soil organisms were sorted, counted, and identified by Entomologist in the 

Entomological Laboratory unit of the Department of Animal and Environmental Biology and also 

with the aid of the key identification guides by Borror and White (1970). The scientific name and 

numbers of each soil macroinvertebrate species were recorded. 

 

2.3.4. Data analysis 

Microsoft Excel (version 2007) was used to determine the numerical and percentage of soil 

macroinvertebrate abundance. SPSS Statistical software (version 2015) was used to determine the 

Person correlation coefficient (r) between the physico-chemical parameters and the soil invertebrate 

abundance. PAST statistical software was used to determine the diversity indices and the canonical 

correspondence analysis.  

 

3.0. Results and Discussion 

 

3.1. Soil physico-chemical parameters 

The range, mean, and standard error of soil physic-chemical parameters measured from the two 

sampling sites during the study are presented in Table 1. The result of the person correlation showing 

the relationship between the soil physico-chemical parameters and macroinvertebrate class abundance 

is presented in Table 2. The result of the analysis showed that soil temperature correlated positively 

with the abundance of Clitellata at (r = 0.851; p < 0.05) and Insecta at (r = 0.826; p < 0.05). 

Similarly, soil pH correlated positively with the abundance of Diplopoda with (r = 0.911; p < 0.05). It 

is also worthy of note that the correlation between soil moisture and the macroinvertebrate class was 

non-significant at (p < 0.05). 

 

The mean pH value of the cultivated soil site shows the acidic nature of the soil which contrasts the 

alkaline nature of the fallowed soil. The variation in the soil pH could be due to soil exposure to 

environmental influences such as leaching and evaporation (Konakwan et al., 2015). There was a 

significant difference at (p < 0.05) in the variation of pH values across the two contrasting soils. 

Furthermore, the variations observed for soil temperature and moisture in the two contrasting soils 

could be due to the removal of foliage from the cultivated soil which has often served the purpose of 

covering the topsoil from direct sunlight and evaporation processes (Alonso-Zarazaga and Domingo-

Quero, 2010; Camara et al., 2018). 

 

Concerning soil macroinvertebrates composition and abundance dynamics, the correlation analysis 

showed positive relationships between soil temperature and pH, and macroinvertebrate classes.  It was 

observed that soil temperature also showed a positive correlation with class Clitellata and Insecta, 

whereas soil pH correlated positively with class Diplopoda. This implied that the variations in soil 

temperature and pH affect the composition and abundance of the macro-invertebrates.  

 

The variation of the pH range of the fallowed and cultivated soils showed that the cultivated land site 

tends to be more acidic than the fallowed soil. This result supports the assertion of Nanganoa et al. 

(2019), that the physico-chemical and biological properties of soil ecosystems are continuously 

influenced by land uses. It could also be deduced from the results that the fallowed soil with its mean 

characteristic pH property of 6.93±0.25 recorded a higher abundance of soil macroinvertebrates 

compared to the cultivated soil. This observation is consistent with the reports of Madge and Sharma 

(1969) that soil macro-invertebrates strive better in alkaline than acidic soil. This is because the body 
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fluid of these macroinvertebrates is alkaline which could be hypotonic to the acidic concentration of a 

degrading cultivated soil environment.  

 

Table 1: The range, mean and standard error of the soil physico-chemical parameters measured 

during the sampling period. 
Soil Parameters Fallowed Land Cultivated Land 

Range Mean ± Std. Err. Range Mean ± Std. Err. 

pH 5.26-6.95 6.93±0.25* 3.20-5.10 4.43±0.16* 

Moisture content 9.50-16.50 15.60±1.22ns 7.00-11.50 9.91±0.73ns 

Temperature (oC) 30-33.5 32.08±0.52* 29.00-31.5 30.95±0.19* 

Keys: (*) mean values are significantly different at (p < 0.05); (ns) = mean values not significantly different at (p < 0.05) 
 

Table 2: Pearson correlation between variations in soil parameter and species abundance 
  Mositure Temp. pH Clitellata Arachnida Diplopoda Insecta 

Mositure 1             

Temp. 0.184 

0.727 

1           

pH 0.938** 

0.006 

0.46 

0.359 

1         

Clitellata 0.6 

0.208 

0.851* 

0.032 

0.785 

0.064 

1       

Arachnida 0.282 

0.588 

0.69 

0.13 

0.413 

0.416 

.827* 

0.042 

1 

  

  

  

  

  

Diplopoda 0.784 

0.065 

0.664 

0.151 

0.911* 

0.011 

0.820* 

0.046 

0.47 

0.347 

1 

  

  

  

Insecta 0.147 

0.781 

0.826* 

0.043 

0.385 

0.451 

0.818* 

0.047 

0.906* 

0.013 

0.557 

0.251 

1 

  

 

3.2. Soil macroinvertebrates composition, abundance and diversity 

The species composition, numerical and percentage abundance of soil macroinvertebrates are 

presented in Table 3, while the results on the community structure of the soil macroinvertebrates 

classes are presented in Table 4. A total of 17 soil macroinvertebrates species comprising of 11 

orders, four classes were encountered during the study period. The most abundant macroinvertebrate 

species in the fallowed land system were in the order; Cryptotermes sp 67(20.49%) > Blatta sp 

56(17.12%) > Lumbricus terrestris 45(13.76%) with Hogna sp 1(0.0.30%) as the least; whereas the 

pattern encountered in the cultivated land was, Cryptotermes sp. 79(41.58%) > Lasius sp 30(15.79%) 

> Lumbricus terrestris 21(11.05), with Paraponera sp 1(0.53%) as the least abundant species. 

Notably, Class Insecta was observed to be higher in the two sampling land used systems with 

percentage abundance of 74.6% and 80.6% in the fallowed land and cultivated land respectively, 

whereas while Class Arachnida represented the least Class of soil macroinvertebrate species in the 

fallowed land system, they were absent in the cultivated land used system. 

  

The result for the diversity indices of soil macroinvertebrate group across the two contrasting 

sampling land used systems is presented in Table 5. A total of 16 individual species were observed in 

the fallowed land as compared to 9 individual species recorded for the cultivated land, this means that 

the ratio of soil macro-invertebrate species between fallowed and the cultivated land was about 2:1. A 

Higher Shannon Weiner index of H = 2.332 was observed in the fallowed land compared to a lower 

value of 1.765 observed for the cultivated land. A similar trend was also observed for the Margalef 

index where a higher value of 2.591 was recorded for the fallowed land compared to the value of 

1.529 recorded for the cultivated land. 

 

In the present study, earthworm (Lumbricus terrestris) and termite (Cryptotermes sp) were dominant 

both in the fallowed and cultivated land than all other soil macroinvertebrate species encountered in 

the study. These could be attributed to their ecological niche as important drivers of soil aggregation, 

soil porosity, water infiltration, and resistance to erosion in any soil ecosystem (Lavelle, 1997). These 

activities can lead to soil structure reformation, increased aeration, water infiltration, and water 

availability to plants (Brown et al., 2004). This observation agrees with the report of Brown et al. 

(2004), who reported that termites, ants, and earthworms make up the most abundant of soil macro-

invertebrates across most soil ecosystems.  
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Lumbricus terrestris in particular, plays the role of soil organic matter and cast formation enriched 

with soil nutrients such as nitrogen, potassium, phosphorus, and calcium which serve as plants' 

nutrients reservoir (Mora et al., 2003; Pulleman et al., 2004; Bossuyt et al., 2005). The population of 

Lumbricus terrestris in the cultivated site was less in abundance as compared to that of the fallowed 

site. This could be attributed to human disturbances as a result of soil cultivation practices such as 

deforestation, bush burning, soil tillage and the application of agrochemicals which is very 

detrimental to not only the Lumbricus terrestris population, but also to the overall population 

dynamics of soil macroinvertebrates in the cultivated land system. 

 

The activities of Cryptotermes sp includes the construction of mounds, nests, and surface sheeting, 

and this brings about transportation of organic material and soil burrow, which improve drainage and 

aeration. Collin (1983) reported that termites engage in litter removal and breakdown to form soil 

nutrients, but the high abundance of termite in a cultivated land system such as encountered in this 

study could become a potential threat to crop yield (Rossi et al., 2010). The agricultural effect of 

Cryptotermes sp has been well documented in the work of Sekammatte et al. (2003) and Sileshi et al. 

(2005).  

 

The nature of a soil structure, whether fallowed or cultivated can exert a strong influence on the 

overall composition and abundance of soil macroinvertebrates in a given ecosystem (Barrios et al., 

2002; Barrios et al., 2005). However, the higher abundance of soil macro-invertebrates observed in 

the fallowed land could be as a result of its stable and isolated nature with little or no human activities 

over time (Lagerlöf et al., 2002; Rossi et. al., 2010). The fallowed land system has better soil covers 

which are necessary for the survival of soil macroinvertebrates. In addition, the soil of the fallowed 

land system is minimally disturbed. According to Moreira et al. (2008) and Rossi et al. (2010), these 

features create more favourable conditions for the development and survival of soil organisms, and 

the absence of soil cover and minimal soil disturbance in the cultivated land system results in soil 

degradation and lack of food and microhabitats which are necessary for the development and survival 

of the soil macroinvertebrates.     

 

Table 3: The composition and abundance of soil macroinvertebrates from the two sampling sites 
 

 

Class 

 

 

Order 

 

 

Species composition 

Abundance 

Fallow land Cultivated land 

Ni (%) Ni (%) 

Clitellata Haplotaxida Lumbricus terrestris  45 13.76 21 11.05 

Arachnida Araneae Hogna sp 1 0.30 0 0 

 

 

Diplopoda 

Spirostreptida Archispirostreptus gigas 3 0.92 0 0 

Julida Blaniulus guttulatus 34 10.40 11 5.79 

 

 

 

 

 

 

 

 

Insecta 

Blattodea Blatta sp 56 17.12 12 6.32 

Coleoptera Phyllophaga sp 21 6.42 14 7.37 

Dermaptera Chelisoches sp 6 1.84 0 0 

Forficula sp 17 5.20 0 0 

 

 

 

 

Hymenoptera  

Solenopsis sp 15 4.59 0 0 

Lasius sp 5 1.53 30 15.79 

Paraponera sp 2 0.61 1 0.53 

Monomorium sp 30 9.17 0 0 

Sphex sp 0 0 5 2.63 

Hemiptera Neotibicen sp 10 3.06 0 0 

 

Orthoptera 

Gyllus sp 10 3.06 0 0 

Zonocerus veriegatus  5 1.53 17 8.95 

Isoptera Cryptotermes sp 67 20.49 79 41.58 

                                               TOTAL 327  190  

Ni = Number of Individual; (%) = abundance. 
 

Table 4: Community structure of soil macroinvertebrate class from the two sampling sites 
 

Class 

Fallowed land Cultivated land 

Numerical abundance (%) Abundance Numerical abundance (%) Abundance 

Clitellata 45 13.8 21 11.1 

Arachnida 4 1.2 0 0 

Diplopoda 34 10.4 11 5.8 

Insecta 244 74.6 153 80.5 
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Table 5: The diversity indices of the soil macro-invertebrates of the two sites 
Diversity indices Fallowed land Cultivated land 

Taxa_S 16 9 

Individuals 327 190 

Dominance_D 0.1212 0.2353 

Shannon_H 2.332 1.765 

Evenness 0.644 0.649 

Margalef index 2.591 1.529 

 

4.0. Conclusion 

 

In conclusion, human activities such as soil cultivation practices could greatly impact negatively on 

the population dynamics of soil macroinvertebrates. The impact does not only caused a shift in the 

soil physico-chemical properties but also greats a gap in the ecosystem processes due to the decline or 

elimination of some soil macroinvertebrate species, which play important ecological roles in soil 

nutrient recycle and other soil ecosystem functions. 
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